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1 Executive Overview

After more than 30 years of service, the basic architecture of the North American 9-1-1 system is not capable of meeting the needs of the next generation communication for the communities that it serves.  Rapid evolution of the types of devices and services that can be used to call for help, plus increasing volume and diversity of information that can be made available to assist PSAPs and responders in an emergency require fundamental changes in the architecture.  NENA recognizes this is a fundamental change to the North American 9-1-1 system, and is addressing the challenge with a system design called “Next Generation 9-1-1”.  NG9-1-1 is expected to be the evolution of Enhanced 9-1-1 to an all-IP based emergency communications system.  This standard, commonly referred to as i3, is the technical specification of the first version of the NG9-1-1 system design.
In the evolved network calls originate from many different kinds of devices and services.  If a consumer in need of emergency assistance has a reasonable expectation that a call for help should work on a device or service, Next Generation 9-1-1 is designed to make it possible for that device or service to get help.  SMS, Instant Messaging, Video phones, PDAs, telematics, and similar technologies are reasonable sources of emergency calls.

NENA’s i3 introduces the concept of an Emergency Services IP Network, which is envisioned as an IP based internetwork (network of networks) shared by all agencies which may be involved in any emergency.   A local Emergency Services IP Network, which typically may be county wide, will be interconnected to neighboring county’s ESInet for mutual aid purposes.  Because Emergency Services IP Networks are IP based, such interconnections will allow any agency to communicate with any other agency or service on any of the interconnected ESInets.  The i3 PSAP is a PSAP that is capable of receiving IP-based signaling for delivery of emergency calls and for originating calls conformant to the i3 standards. i3 PSAPs are inherently multimedia,

Within these standards, location information may be carried directly (the actual location) or indirectly (a reference to location that can be exchanged by a Location Information Service for the actual location).  These standards allow either civic (street address) or geo (lat/lon/altitude) forms of location to be used.

The document describes location determination as the set of functions to accurately and automatically determine the position of the IP endpoint device and associate that location information uniquely with that device. Location acquisition refers to the functions necessary to make that location information available to the device on request, or in the case of devices that are not location-aware, to make that location information available to a Proxy acting on behalf of that device so that location information can be used for emergency calling. 

The Emergency Call Routing Function (ECRF) converts location information (either civic address or geo-coordinates) to provide a Uniform Resource Identifier (URI) that can be used to route an emergency call toward the appropriate PSAP for the caller’s location.  The Policy-based Routing Function (PRF)  applies techniques to determine alternate routing addresses based on policy information associated with the destination PSAP.   

Calls from legacy networks (wireline or wireless) which are not inherently VoIP-based must undergo signaling interworking (i.e., at a gateway system) to convert the incoming Multi-Frequency (MF) or Signaling System No. 7 (SS7) signaling to SIP. In addition, functionality must be applied to legacy emergency calls that will allow the information provided in call setup signaling by the wireline switch or MSC (e.g., calling number/ANI, ESRK, cell site/sector) to be used to route a call and provide location to the PSAP.  Determination of call routing for legacy calls will actually involve two functions:  a location acquisition function and a call routing function.  The location acquisition function will be responsible for translating the information received with a legacy emergency call into location information that could be used as input to the call routing function (i.e., a civic address or geo-location).  

NG9-1-1 encourages the creation of many new coordination and information access services. These will enrich collaborative interactions between all agencies involved in processing emergency service requests. Characterized as “service-orientation”, this approach to NG9-1-1 will rely heavily on XML-based technology.  

This document describes the relationship between NENA standards and standards from other standards organizations.  It describes how IETF standards are used in the signaling and routing of emergency calls.  It also describes the relationship between NENA standards and 3GPP IMS standards.  The application of IMS architecture concepts may appear in the originating network/domain and as an instance of an IMS-based Emergency Services IP Network. 

1.1 Purpose and Scope of Document

This document is the NENA recommended standard for functions and interfaces between elements an Emergency Services IP Network (ESInet).  It provides Stage 2 definition to include interactions between Access Networks and the ESInet, functional requirements and their interactions within an ESInet and call delivery to a Public Safety Agency such as a PSAP. The equivalent of an ANSI “Stage 1” document is TRD 08-751, NENA i3 Technical Requirements Document [1]. This document also illustrates an example of an i3 Physical architecture to provide context for the functional interactions.  
While this document does include specifications for the methods used to route and deliver calls within the ESInet, it does not include specifications for how calls are routed and presented TO the ESInet. The Stage 3 definition is expected to be provided by specific Standard Development Organizations such as IETF, ATIS, and etc.   It identifies potential gaps in existing standards which must be addressed to better meet the needs of the i3 Solution.   This document does not standardize functions internal to an i3 PSAP, nor does it constrain the implementation of any functional element.

1.2 Reason to Implement

The telecommunication infrastructure in North America is evolving from a TDM based architecture to one based upon packet technologies. In addition the sources of Emergency Calls are evolving from traditional wireline and wireless calls to calls originating from IP based devices.  The emergency services network must evolve to take advantage of the efficiencies that can be achieved by taking these calls as native calls rather that converting them into the legacy TDM infrastructure. In addition, new services will evolve that will require the emergency services network and PSAP to also evolve.

1.3 Benefits

Use of this document will:

· Provide guidance to SDO in implementing Stage 3 standards

· Specify an architecture to aid equipment and service providers to implement solutions that are interoperable by conforming to these recommendations,

· Define new capabilities for persons seeking help and for the PSAPs and responders that can render assistance..

· Allow PSAPs to accept calls from a wider variety of devices and services

· Improve the quality and range of services provided to all callers

· React better than existing systems in major disasters

· React better to deliberate attack on the system

1.4 Operational Impacts Summary

This is a complete redesign of the entire 9-1-1 system, affecting all elements, protocols, processes and procedures.  It will have far reaching impacts on all participants in the 9-1-1 system.
This document reflects the long-term view that the networks that connect the PSAP to callers and to other PSAPs and responders will evolve to be IP networks.
Location of the caller (or a reference to it) will come with the call, so that routing can be accomplished dynamically along the path of the call from the caller to the call taker, and so that location is available as soon as the call is answered. 

Location within the 9-1-1 system will be regularized, and made conformant with other users of location (for example, URISA standards).  All elements will support both civic and geo forms of location.
Selective Routers will not be used when the network completes its evolution; IP based calls will be delivered directly to the PSAP, calls from other technologies will have gateways between their networks and the IP based Emergency Services Network.
ESZ (and corresponding ESN codes) will be eliminated.  Routing to any number of response agencies based on the location of the caller will be supported.
1.5 Document Terminology 

The terms "shall ", "must " and "required" are used throughout this document to indicate required parameters and to differentiate from those parameters that are recommendations. Recommendations are identified by the words "desirable" or "preferably.”  

1.6 Reason for Issue

This document is issued to define a specification describing the functionality supported by elements within an IP-based Emergency Services Network and the interconnection of these functional elements.
1.7 Reason for Reissue

NENA reserves the right to modify this document. Whenever it is reissued, the reason(s) will be provided in this paragraph. 

1.8 Date Compliance

All systems that are associated with the 9-1-1 process shall be designed and engineered to ensure that no detrimental, or other noticeable impact of any kind, will occur as a result of a date/time change up to 30 years subsequent to the manufacture of the system. This shall include embedded application, computer-based or any other type application.  

To ensure true compliance the manufacturer shall upon request provide verifiable test results to an industry acceptable test plan such as Telcordia GR-2945-CORE or equivalent.

1.9 Anticipated Timeline   

As this is a major change to the 9-1-1 system, adoption of these standards will take several years.  Experience with the immediately prior major change to 9-1-1 (i.e. Phase II wireless) suggests that unless consensus among government agencies at the local, state and federal levels, as well as carriers, vendors and other service providers is reached, implementation for the majority of PSAPs could take a decade.  The Long Term Definition Working group chose technology commensurate with a 2-5 year implementation schedule.  
1.10 Costs Factors

This is an all-new 9-1-1 system, where the cost of everything will change.  At this time it is difficult to predict the costs of the system, and more work will be needed by vendors and service providers to determine the impact of the changes on their operations.  One viewpoint within LTD work group was that the cost of the new system will be significantly less than the cost of the existing system, although in the transition from the existing system to the new one, duplicate elements and services will have to be maintained at a higher overall cost.  Another viewpoint was that costs may not be reduced, but the improved service to the public justifies these costs.   The charge to the Long Term Definition work group was to NOT consider cost in making technical decisions.  Nevertheless, due to the pragmatic experience of the participants, the document tended to consider cost as one of the variables in making choices.   Estimating the cost to deploy the entire NG9-1-1 system is the purview of other groups within NENA.
1.11 Cost Recovery Considerations

Traditionally, much of the cost of the existing E9‑1‑1 Service Provider infrastructure has been supported through the collection of fees and surcharges on wireline and wireless telephone service. Changes in the telecommunications industry has caused the basis on which the fees and surcharges are collected to be rendered obsolete, and the architecture described in this document further sunders the assumptions on which the current revenue streams are based.  This document does not make recommendations on how funding should be changed, but believes a change from the traditional mechanisms is required.
1.12 Acronyms/Abbreviations  

This is not a glossary. See NENA 01-002 - NENA Master Glossary of 9-1-1 Terminology [2] located on the NENA web site for a complete listing of terms used in NENA documents.  

	The following Acronyms are used in this document:

	3GPP
	3rd Generation Partnership Project

	AES
	Advanced Encryption Standard

	AIP
	Access Infrastructure Provider

	AoR
	Address Of Record

	ANS
	American National Standard

	ANSI
	American National Standards Institute

	ATIS
	Alliance for Telecommunications Industry Solutions

	B2BUA
	Back to Back User Agent

	BCF
	Border Control Function

	CAD
	Computer Aided Dispatch

	CAMA
	Centralized Automatic Message Accounting

	CPE
	Customer Premisis Equipment

	CRL
	Certificate Revocation List

	CSCF
	Call Session Control Function

	CSP
	Communications Service Provider

	DHCP
	Dynamic Host Configuration Protocol

	DNS
	Domain Name Service

	DSL
	Digital Subscriber Line

	ECRF
	Emergency Call Routing Function

	ECRIT
	Emergency Context Resolution In the Internet

	E-CSCF
	Emergency Call Session Control Function

	EISI
	Emergency Services Information Interface

	ESInet
	Emergency Services IP Network

	ESN
	Emergency Services Number

	ESNet
	Emergency Services Network

	ENSI
	Emergency Services Network Interfaces

	ESRP
	Emergency Services Routing Proxy

	ESMI
	Emergency Services Messaging Interface

	ESIF
	Emergency Services Interconnection Forum

	GEOPRIV
	Geolocation and Privacy

	GUID
	Globally Unique Identifier

	IETF
	Internet Engineering Task Force

	IMS
	IP Multimedia Subsystem

	ISP
	Internet Service Provider

	IP
	Internet Protocol

	IP-CAN
	IP Connectivity Access Network

	IP-PBX
	Internet Protocol based Private Branch Exchange

	IPSEC
	Internet Protocol Security

	LDAP
	Lightweigh Directory Access Protocol

	LIS
	Location Information Server

	LRF
	Location Retrieval Function

	LO
	Location Object

	LoST
	Location to Service Translation

	MPLS
	Multiprotocol Labeling Switching

	MSC
	Mobile Switching Center

	MSAG
	Master Street Address Guide

	NG9-1-1
	Next Generation 9-1-1

	NGES
	Next Generation Emergency Services

	NGN
	Next Generation Network

	P-CSCF
	Proxy Call Session Control Function

	PCA
	PSAP Credentialing Authority

	PDA
	Personal Digital Assistant

	PIDF
	Presence Information Data Format

	PIDF-LO
	Presence Information Data Format for Location Objects

	PRF
	Policy Routing Function

	PSTN
	Public Switched Telephone Network

	PTSC
	Packet Technologies and Systems Committee

	RDF
	Routing Determination Function

	RTCP
	Real Time Control Protocol

	RTP
	Real Time Protocol

	RTSP
	Real Time Streaming Protocol

	S-CSCF
	Serving Call Session Control Function

	SAML
	Security Assertion Markup Language

	SBC
	Session Border Controller

	SDP
	Session Description Protocol

	SHA
	Secure Hash Algorithm

	SIP
	Session Initiation Protocol

	SMS
	Short Message Service

	SOA
	Service Oriented Architecture

	SOAP
	(originally) Simple Object Access Protocol

	SPML
	Service Provisioning Markup Language

	SR
	Selective Router [a.k.a., E9-1-1 Tandem, or E9-1-1 Control Office]

	TCP
	Transport Control Protocol

	TDM
	Time Division Multiplexing

	TOPS
	Technology and Operations Council

	TLS
	Transport Layer Security

	TN
	Telephone Number

	TRD
	Technical Requirements Document

	TTY
	Text Terminal

	UA
	User Agent

	UAC
	User Agent Client

	UAS
	User Agent Server

	UDDI
	Universal Description, Discovery, and Integration

	UDP
	User Datagram Protocol

	UE
	User Element

	URI
	Uniform Resource Identifier

	URISA
	Urban and Regional Information Systems Association

	URN
	Uniform Resource Name

	USPS
	United States Postal Service

	UTC
	Universal Coordinated Time

	VF
	Validation Function

	VoIP
	Voice over IP

	VPN
	Virtual Private Network

	WSDL
	Web Services Description Language

	WTSC
	Wireless Technologies and Systems Committee

	XACML
	Extensible Access Control Markup Language

	XSD
	XML Schema Definition

	XML
	eXtensible Markup Language


2 Introduction

2.1 Scope
The i3 solution encompasses the definition of:

· The architecture of the emergency calling system

· External Interfaces between PSAPs and public/private networks delivering 9-1-1 calls to the Emergency Service IP Network 
· External Interfaces to systems and databases not in the PSAP that supply data and assistance in processing a call

· External Interfaces to systems that handle a call past the point where a call taker has exclusive control over it, such as the handoff to the Computer Aided Dispatch system

· External Interfaces to upper level management systems, such as disaster management systems, as well as peer PSAPs

· Functions such as location based routing, data creation and maintenance

Explicitly out of scope are:

· Intra PSAP interfaces

· Responder systems (e.g. CAD systems, although the external interface to the CAD system is in scope)
This document references other work for:
· Location determination, acquisision, conveyance and update

· Emergency call origination

· Routing of emergency calls prior to entry to the Emergency Services IP Network

There may be multiple architectures for the realization of the Emergency Services IP Network.  This document provides specific content on an IMS based solution as an example.  Future editions may provide more detail on other architectures.

3 Architecture
NENA i3 introduces the concept of an Emergency Services IP Network (ESInet), which is envisioned as an IP based internetwork (network of networks) shared by all agencies which may be involved in any emergency.   A local ESInet, which typically would be county wide, will be interconnected to neighboring county’s ESInet for mutual aid purposes.  Because Emergency Services IP Networks are IP-based, such interconnections will allow any agency to communicate with any other agency or service on any of the interconnected ESInets.  Indeed, if every local ESInet is interconnected with its neighbors, any agency anywhere in the country can connect with any other agency, if authorized.  This characteristic of routed IP networks creates a national Emergency Services IP Network out of interconnected local networks. 

Emergency Services IP Networks connect dispersed, possibly redundant elements with standardized interfaces.  PSAPs are seen as elements within the ESInet, both using as well as providing services on it.  The network provides connectivity for call signaling, media, service discovery and invocation and management.
The architecture envisions that all calls will be answered by i3 PSAPs as IP (e.g. SIP) via gateways connecting non IP-based callers.  i3 PSAPs are inherently multimedia, accepting voice, video and text calls for help.
3.1 System Architecture
3.1.1 Assumptions
No carrier required – Calls will be presented by a much wider set of call processors ranging from enterprise, to non-traditional service providers, and even to individuals.  As with email, IP based telecommunications does not depend on carriers, although we expect most calls to come from carriers.
Calls originate from many different kinds of devices and services.  If a consumer in need of emergency assistance has a reasonable expectation that a call for help should work on a device or service, NG9-1-1 is designed to make it possible for that device or service to get help.  We consider SMS, Instant Messaging, Video phones, PDAs, telematics, and whatever comes next to be reasonable sources of emergency calls.
Calls will be multimedia.  Audio, video and text are all acceptable media to i3 PSAPs.
Telecommunications is now global. International roaming is now permitted for wireless and VoIP as well as other services.  The standards for emergency calling must be internationalized (as is the Internet, where there are no national variations of any Internet protocol).
3.1.2 Functional architecture

There are a number of functional elements that are part of the i3 architecture that exist and are specified outside the context of the i3 architecture. These elements are included here to provide a more complete picture of its context.  

· IP client – This term is used to refer to the IP endpoint communications equipment or application that is used to originate a voice or text request for emergency services (e.g., by calling 9-1-1). The term IP device or IP endpoint may also be used.

· Routing Proxy – A term used in SIP to describe a SIP server that receives SIP requests and forwards them on behalf of the requestor. A routing proxy determines that next hop for a SIP message and forwards the message.

· User Agent (UA) – Terminology used in the context of SIP to identify the IP device. In SIP, a UA is a network element that is capable of generating SIP requests (e.g., INVITE) and is capable of generating responses for received requests.

· Back to Back User Agent (B2BUA): This is a logical entity that receives a request and processes it as a user agent server (UAS).  In order to determine how the request should be answered, it acts as a user agent client (UAC) and generates requests.  Unlike a proxy server it maintains dialog state and must participate in all requests sent on the dialogs it established.

· Legacy PSAP – This term is used to PSAPs that are not capable of communicating with VoIP protocols or of supporting the i3-based interfaces specified as part of the i3 Solution.

· PSTN Gateway – This term is used to refer to a signaling and media interconnection point between callers in the PSTN and the i3 architecture, so that i3 PSAPs are able to receive emergency calls from the PSTN and are able to communicate with legacy PSAPs (that are not equipped with a Legacy PSAP Gateway).

· Time Division Multiplexing (TDM) Gateway – This term is used to refer to the signaling and media interconnection/interworking point between the conventional Selective Router and i3 PSAPs.  

· Domain Name Server (DNS) –The DNS is used in the Internet today to resolve Domain Names. The input to a DNS is a domain name (e.g., telcordia.com); the response is the IP address of the domain. The DNS allows people to use easy to remember text-based addresses and the DNS translates those names into routable IP addresses. 

· Web Services – Web Services identifies an industry standard protocol for exchanges of information. In the i3 architecture, this term is being used as a catch-all for access to the sets of public and private data services to which i3 PSAPs may desire to have access.

The proposed i3 architecture includes functional elements that are specific to the needs and goals of the i3 Solution. This section summarizes these functions. 
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· Location Determination and Acquisition Functions – Location determination includes the functions necessary to accurately and automatically (without input from the user) determine the position of the IP endpoint device and associate that location information uniquely with that device. Location acquisition refers to the functions necessary to make that location information available to the device on request, or in the case of devices that are not location-aware, to make that location information available to a Proxy acting on behalf of that device so that location information can be used for emergency calling. 

· Location Information Server (LIS) – The LIS stores a wiremap of the relationship between a unique identifier for a physical endpoint termination and a location, described as either geo-coordinates or a civil address). The administrator/owner of the LIS is responsible for creating and maintaining this wiremap, and for ensuring that civil location data is pre-validated by a Validation Function. The LIS may be used during location determination and acquisition. The LIS may also support assignment of a location query key to a particular IP device, and download of this key to the IP device to support subsequent queries for the location from other elements in the IP domain.

· Validation Function (VF) – The VF is used to validate location objects against the next generation Master Street Address Guide (MSAG). Pre-validation of the location information ensures that the calls can be routed to the appropriate PSAP and that emergency services can be dispatched to the correct location. 

· Border Control Function (BCF) – The BCF provides a secure entry into the Emergency Services IP network for emergency calls presented to the network.  The BCF incorporates firewall, admission control, and may include anchoring of session and media as well as other security mechanisms to prevent deliberate or malicious attacks on PSAPs or other entities connected to the ESInet.

· Emergency Call Routing Function (ECRF) – The ECRF receives location information (either civic address or geo-coordinates) as input and uses this information to provide a Uniform Resource Identifier (URI) that can be used to route an emergency call toward the appropriate PSAP for the caller’s location. Depending on the identity and credentials of the entity requesting the routing information, the response may identify the PSAP, or an Emergency Services Routing Proxy that acts on behalf of the PSAP to provide final routing to the PSAP itself. The same database that is used to route a call to the correct PSAP may also be used to subsequently route the call to the correct responder, e.g., to support selective transfer capabilities. 

· Policy-based Routing Function (PRF):  This functional element applies techniques to determine alternate routing addresses based on policy information associated with the destination PSAP.   The PRF uses its state knowledge, such as PSAP registration state or time of day and the policy for a PSAP to make a route determination.  The PRF resides in the terminating Emergency Services IP Network.
· Root Discovery Function – This has not been explicitly identified in the i3 requirements, but may be a necessary function for entities to discover the appropriate Location Validation Function or Emergency Call Routing Function for a given location. DNS is an example of a possible root discovery mechanism that is part of some proposed solutions.

· Emergency Services Routing Proxy (ESRP) – This ESRP is a routing proxy that acts on behalf of a group of PSAPs, to provide intermediate or final routing to the PSAP, based on the caller’s location. This function is not identified explicitly in the i3 functional architecture, but has been discussed in industry presentations and the concept is included in Framework for Emergency Calling in Internet Multimedia
 [3]. The ESRP function is included in the example physical architecture.

· Emergency Services IP Network – This term is used to refer to a private IP network or IP Virtual Private Network (VPN) that is used for communications between PSAPs and among other entities that support or are supported by PSAPs in providing emergency call handling and response.

· Originating Emergency Services IP Network – the originating ESInet is the first emergency services network in the call flow. Originating networks (those initiating 9-1-1 calls) deliver their emergency calls to this network. An originating ESInet will make routing decisions and forward the emergency call to another ESInet for routing to the PSAP.

· Intermediate Emergency Services IP Network – the intermediate ESInet is a network that may transit the emergency call by further refining the address of the destination PSAP or network. An Intermediate ESInet receives a call from an originating ESInet (or another intermediate ESInet) and forwards the call to another intermediate ESInet or the terminating ESInet.

· Terminating Emergency Services IP Network – a terminating ESInet does the final routing to the PSAP. If there is only one ESInet in the call flow then the terminating ESInet has the role of originating ESInet as well. 

· i3 Public Safety Answering Point (PSAP) – The i3 PSAP is a PSAP that is capable of receiving IP-based signaling for delivery of emergency calls and for originating calls. The internal functions are not being specified in the i3 requirements, but the i3 PSAP is expected to be able to use SIP signaling for calls and IP-based data protocols for exchange of other information. It is expected that the CPE Technical Committee will produce a document describing the functionality of IP PSAP equipment.

· Legacy PSAP Gateway – This term is used to refer to the protocol and media interworking functions necessary to allow a Legacy PSAP to interface with i3 PSAPs and other entities on the Emergency Services IP network.

· Responder Services Functions – This term is used to refer to the agencies that provide emergency response in the i3 Solution, e.g., Police, Fire, Emergency Medical Service, Poison Control, HazMat (hazardous materials response teams), Coast Guard, etc.

· Database/Media Service Functions – This term is used to refer to the Databases and Database Access Services that provide information requested by PSAPs and other entities on the Emergency Services IP network in support of emergency services handling. Media Service functions might include such things as conference bridge resources, or logging recording services.

· Governments Services Functions – This term is used to refer to government services that might be involved in emergency call handling or escalation. Examples might include: escalation of emergency incidents that require coordination among multiple government agencies, beyond PSAPs; broadcasts; notification services; Homeland Security. 

3.1.3 Relationship of NENA i3 with IETF work
The NENA i3 system boundary is at the Emergency Services IP Network.  Callers will be presented to the network by carriers, enterprises or other entities following many of the protocol standards promulgated by the Internet Engineering Task Force (IETF).  Many of the services and devices used to make emergency calls are built to IETF protocol standards.  There is no expectation for the need of an equivalent of the FCC “Part 68” device standards that specify telephone connection to the PSTN within the United States.  Devices bought in one country work anywhere else, as do the services upon which they depend.  
The IETF emergency calling protocol standards are consensus standards incorporating requirements from a wide variety of nations, carriers, industry associations and vendors.  These protocol standards define:

· Call signaling

· Media flows

· Location acquisition and conveyance to the Emergency Services IP Network

· Distinguishing an emergency call from other calls

· Emergency call routing protocols to the correct PSAP
The overall description of the IETF approach to emergency calls is detailed in:

Framework for Emergency Calling in Internet Multimedia [58]
The specific recommendations for telephones and proxy servers (carrier softswitches) is detailed in:

Best Current Practice for Communications Services in support of Emergency Calling [59]
NENA expects telephones and proxy servers to follow the recommendations in the above document.
3.1.3.1 Location
Location handling is complicated in the IP domain.  The carrier that presents the call to the Emergency Services IP Network, if there is a carrier at all, may not have any reasonable way to determine the location of the caller.  The access network (for example, the DSL or CableModem network) can reasonably determine the location of the endpoint.  The access infrastructure provider (which may or may not be the Internet Service Provider) may not have any relationship with, or even knowledge of, the communications service provider.  

The IETF solution to this problem is to deliver location information to the endpoint (the “phone”) or have available a reference to the location.  The endpoint is, directly or indirectly, a subscriber to the access infrastructure provider (AIP) and it is, directly or indirectly, a subscriber to the communication service provider (CSP).  The AIP tells the phone where it is, the AIP tells the CSP where it is.  The CSP can then route the call based on the location,

In call signaling (primarily SIP, although other protocols may be supported), location or a reference to that location can be conveyed IN THE SIGNALING.  Therefore, the endpoint makes the location information available in the signaling with the emergency call, and sends it downstream to one or more routing elements, which can use the location information to route the call. When the call is presented to the Emergency Services IP Network, location information comes with it, either directly or via de-referencing prior to delivery.  This is a fundamental change in the 9-1-1 system, which heretofore has relied on the ALI database to relate an identifier for the phone (TN) to the location of the phone. 

Within these standards, location information may be carried directly (the actual location) or indirectly (a reference to location that can be exchanged by a Location Information Service for the actual location). In this document the terms “Location-by-value” and “Location-by-reference” are used when there is a need to differentiate, and just “Location Information” when either form can be used.  These standards allow either civic (street address) or geo (lat/lon/altitude) forms of location to be used.  

IETF standards define:
· How Location-by-Value is represented

· How Location-by-Reference is represented

· How Location Information is acquired by the endpoint from a Location Information Service

· How the endpoint Conveys Location Information to downstream elements

· How Location-by-Reference is exchanged for Location-by-Value by a Location Information Service

The i3 location architecture is based on the following IETF standards:

· Geopriv requirements [4]
· A Presence-based GEOPRIV Location Object Format [5] 
· Dynamic Host Configuration Protocol Option for Coordinate-based Location Configuration Information [6]
· Dynamic Host Configuration Protocol (DHCPv4 and DHCPv6) Option for Civic Addresses Configuration Information [7] 
· HTTP Enabled Location Delivery (HELD) - Sighting [8]
· Session Initiation Protocol Location Conveyance [9] 
3.1.3.2 Call Signaling

IETF call signaling for emergency calls is primarily based on the Session Initiation Protocol (SIP).  SIP defines how calls (IETF calls them “Sessions”) are established, maintained, and torn down.  Within the IETF, the signaling standard carries descriptions (“Session Descriptions”) of one or more media streams.  The streams are transported using the Real Time Protocol (RTP).  The Session Description Protocol (SDP) is carried within the SIP signaling to describe how the RTP streams are established between endpoints.

SIP can be used to establish audio, video and/or interactive text media sessions as well as Instant Messaging.  A SIP session may have more than one media stream established for the session, and the media streams may be similar (more than one audio channel – stereo for example) or different (audio plus video with IM sidebar).  An important characteristic used by SIP is that the signaling path may traverse elements that the media path does not.  Typically, the signaling goes through several intermediaries (Proxy Servers), while the media goes direct between the endpoints.
There are mechanisms to identify the caller, and to provide an address used for call back.

SIP standards exist for conferencing.  The same signaling that establishes simple two ended calls can be used to establish 3-way or conference calls.  

As previously discussed, SIP can also carry location information.

The i3 call signaling architecture is based on the following IETF standards, a summary of which can be found in A Hitchhikers Guide to the Session Initiation Protocol [10]:
SIP: Session Initiation Protocol (RFC 3261) [11]
RTP: A Transport Protocol for Real-Time Applications(RFC1889) [12]
SDP: Session Description Protocol(RFC2327) [13]
SIP: Locating SIP Servers (RFC 3263) [14]
An Offer/Answer Model with the Session Description Protocol (SDP) (RFC3264) [15]
SIP-Specific Event Notification (RFC 3265) [16]

The Session Initiation Protocol UPDATE Method (RFC 3311) [17]
A Privacy Mechanism for the Session Initiation Protocol (SIP) (RFC 3323) [18]
Private Extensions to the Session Initiation Protocol (SIP) for Asserted Identity within Trusted Networks (RFC 3325) [19]
Session Initiation Protocol Extension for Instant Messaging (RFC 3428) [20]
The Reason Header Field for the Session Initiation Protocol (SIP) (RFC 3326) [21]
The Session Initiation Protocol (SIP) Refer Method (RFC 3515) [22]
Grouping of Media Lines in the Session Description Protocol (SDP) (RFC3388) [23]
An Extension to the Session Initiation Protocol (SIP) for Symmetric Response Routing (RFC3581) [24]
Real Time Control Protocol (RTCP) attribute in Session Description Protocol (SDP) (RFC3605) [25]
Control of Service Context using SIP Request-URI (RFC 3087) [26]
Connected Identity in the Session Initiation Protocol (SIP) (draft-ietf-sip-connected-identity-00) [27]
Indicating User Agent Capabilities in the Session Initiation Protocol (SIP) (RFC 3840) [28]
Caller Preferences for the Session Initiation Protocol (SIP) (RFC 3841) [29]
A Presence Event Package for the Session Initiation Protocol (SIP) (RFC3856) [30]
A Watcher Information Event Template-Package for the Session Initiation Protocol (SIP) (RFC3857) [31]
The Session Initiation Protocol (SIP) "Replaces" Header (RFC3891) [32]
The SIP Referred-By Mechanism (RFC 3892) [33]
Best Current Practices for Third Party Call Control in the Session Initiation Protocol (RFC 3725) [34]
Using E.164 numbers with the Session Initiation Protocol (SIP) (RFC 3824) [35]
Early Media and Ringing Tone Generation in the Session Initiation Protocol (SIP) (RFC 3960) [36]
Presence Information Data Format (PIDF) (RFC3863) [37]
Session Timers in the Session Initiation Protocol (SIP) (RFC4028) [38] 

Internet Media Type message/sipfrag (RFC3420) [39]
Best Current Practices for Third Party Call Control in the Session Initiation Protocol (RFC 3725) [42]
The Session Initiation Protocol (SIP) "Join" Header (RFC3911) [41] 
Transcoding Services Invocation in the Session Initiation Protocol (SIP) Using Third Party Call Control (3pcc) (RFC4117) [42]
Basic Network Media Services with SIP (RFC4240) [43]
An Extension to the Session Initiation Protocol (SIP) for Request History Information (RFC4244) [44]
Actions Addressing Identified Issues with the Session Initiation Protocol's (SIP) Non-INVITE Transaction (RFC4320) [45]
Extending the Session Initiation Protocol (SIP) Reason Header for Preemption Events (RFC4411) [46]
Communications Resource Priority for the Session Initiation Protocol (SIP) (RFC4412) [47]
Suppression of Session Initiation Protocol (SIP) REFER Method Implicit Subscription (RFC4488) [48]
Conveying Feature Tags with the Session Initiation Protocol (SIP) REFER Method (RFC4508) [49]
Addressing an Amplification Vulnerability in Session Initiation Protocol (SIP) Forking Proxies) [50]
Session Initiation Protocol Call Control - Conferencing for User Agents [51]
Obtaining and Using Globally Routable User Agent (UA) URIs (GRUU) in the Session Initiation Protocol (SIP) [52]
Managing Client Initiated Connections in the Session Initiation Protocol (SIP) [53]
SDP: Session Description Protocol (sdp-new) [54]
Session Initiation Protocol Package for Voice Quality Reporting Event [55]
Interactive Connectivity Establishment (ICE): A Methodology for Network Address Translator (NAT) Traversal for Offer/Answer Protocols [56]
3.1.3.3 Distinguishing an Emergency Call

9-1-1 is not the emergency number outside of North America.  There is no universal emergency number, nor is there likely to be one (although 1-1-2 is common in GSM phones around the world).  Since the IETF does not permit national variations of Internet Protocols, and because signaling and routing elements must be able to distinguish emergency calls from other kinds of calls, IETF standards define an Emergency Call Uniform Resource Name (URN).  
In SIP, addresses are not limited to telephone numbers.  They may include sip Universal Resource Identifiers (URIs), which look like email addresses (e.g. sip:alice@example.com).  The URN for emergency calls (where a single emergency number is prevelant) is “urn:service:sos”.  The standards do not envision that any human would enter this string into a device.  Rather, the local emergency number (9-1-1 in North America) will be translated into the universal emergency urn.

To make this work, there is a standard to define how the local emergency number is learned.

In some areas, there is not a single emergency number like 9-1-1.  Some services (for example, a medical emergency service invoked by a wearable pendant) know that a specific kind of emergency has occurred.  The IETF standard defines URNs for such calls.  For example, “urn:service:sos.medical” is the URN for a medical emergency.  Where there is no single emergency number, the local number for e.g. police, fire or EMS will map to this URN.  There are URNs for less common emergencies.  For example, poison control, marine emergency (Coast Guard) or Mountain Rescue.  In North America, many, if not all calls directed to a specific emergency service will actually be routed to PSAPs.  The telecommunicator will be informed of the emergency service requested, but would otherwise handle the calls as they do now.
The relevant IETF standards are:

A Uniform Resource Name (URN) for Services

 REF _Ref142206141 \r \h 
[57] 
3.1.3.4 Routing of Emergency Calls

The IETF defines a method for any service, anywhere in the world, to route an emergency call to the correct PSAP.  This mechanism (ecrit) defines a database query (the IETF standards call this a “mapping”) where location information is sent in the query, a “service” and a URL of where to deliver the call is returned.  In i3 we call this an Emergency Call Routing Function (ECRF).  The call would then be routed using normal SIP (or other protocols supported) to the indicated destination.

The standards, and i3 architecture, envision that in many cases, the route taken as a result of ECRF mapping will not be directly to a PSAP.  Instead, calls will be routed to an Emergency Services Routing Proxy (ESRP).  This element, which might be operated on behalf of, for example, a state agency, would take all calls for that state, and make another routing decision to send them to the right PSAP.  The reason for deploying an ESRP is to position robust firewalls and other protective devices, with large amounts of IP bandwidth between the sources of calls and the PSAP.  This provides an outer defensive perimeter for malicious calls or Denial of Service attacks against the PSAP.  i3 envisions that the same Emergency Call Routing Function will be able to be queried by the ESRP to determine how to route to the PSAP. 

Similarly, the ECRF mechanism may be used by the PSAP to determine how to route a call to the correct responder.  The ECRF will allow civic and geo boundaries for PSAPs (and ESRPs) as well as any number of responders to be stored.  This allows any PSAP to route a call to any responder based on the location of the caller.  This mechanism directly encodes service boundaries.  It does not depend on Emergency Services Zones. Given a location and a desired service (police, fire, mountain rescue), the mechanism returns the URI of the appropriate responder.  As with the PSAP routing, the call may traverse one or more ESRPs.
The relevant IETF standards are:
LoST: A Location-to-Service Translation Protocol
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[60]
3.1.4 Relationship of NENA i3 to IMS Standards within 3GPP
Many carriers, including wireline, wireless, VoIP and others, are deciding to deploy IP Multimedia Subsystem (IMS)-based systems for call control.  IMS has two possible roles in the i3 architecture:

· A source of calls.  i3 and IMS emergency call architecture must be aligned so that IMS standards can be used to present calls to an Emergency Services IP Network.

· An implementation of an Emergency Services IP Network.  Some PSAPs or their contractors may wish to use IMS components as the implementation of an ESInet.  The i3 architecture for the ESInet must be compatible with a subset of the IMS architecture to allow such use.  

The Stage 2 service description for emergency services in the IP Multimedia Core Network Subsystem is provided in 3GPP TS 23.167 [61].  

3.1.4.1 3GPP Functional Entities

The IMS architecture includes a number of key elements.  The following elements play a role in the routing of emergency calls, as defined in 3GPP TS 23.167:

Call Session Control Function (CSCF): This functional element is key to call and session control in an IMS architecture environment.  There are a number of different kinds of CSCFs that are responsible for various aspects of call/session control.  

Proxy CSCF (P-CSCF): The P-CSCF is the first contact point within the IMS Control Network.  The P-CSCF behaves like a Proxy, as defined in IETF RFC 3261[11], in that it accepts requests and either processes them internally or passes them on.  The P-CSCF is the IMS network entity that is responsible for detecting requests for emergency sessions, and forwarding those requests to an Emergency CSCF (E-CSCF) in the same network.

Emergency CSCF (E-CSCF): The Emergency-CSCF handles certain aspects of emergency sessions, e.g., routing of emergency requests to the correct Emergency Services Network or directly to the appropriate PSAP. 
Location Retrieval Function (LRF): This functional entity handles the retrieval of location information for the User Equipment (UE) including, where required, interim/initial location information, and updated location information.  The LRF may interact with or contain other types of location server functions in order to obtain location information based on some type of location key.
Routing Determination Function (RDF):  This functional entity, which may be integrated in a Location Server or in an LRF, provides the proper address (e.g. legacy Emergency Services Network, Emergency Services IP Network, ESRP, or specific PSAP address) to the E-CSCF for routing the emergency request.  It can interact with a location functional entity to manage ESQK allocation and management, and deliver location information to the PSAP.

IP-Connectivity Access Network (IP-CAN):  The IP-CAN is the collection of network entities and interfaces that provides the underlying IP transport connectivity between the UE and the IMS entities.  One example of an IP-CAN is General Packet Radio Server (GPRS), as described in 3GPP TS 23.060 [62]. The IP-CAN may play a role in location retrieval.

3.1.4.2 Additional Functional Entities in Support of an IMS based i3 Solution

In addition, the following terms are defined for use within this document:

Emergency Services Routing Proxy (ESRP) – From the perspective of an IMS-based i3 Solution environment, this element is a combination of the following functions:

· E-CSCF

· Serving CSCF (S-CSCF), as defined in 3GPP TS 23.228 [63] 

3.1.4.3 Emergency Call Routing in an IMS-based i3 Solution Environment

If the i3 Solution architecture includes an IMS-based originating network/domain and/or IMS-based Emergency Services IP Network, elements of the IMS core network will need to be capable of supporting emergency call routing.  The following subsections describe the application of IMS architecture concepts in the originating network/domain, and in an instance of an IMS-based Emergency Services IP Network, respectively.

3.1.4.3.1 IMS in the Originating Network/Domain
The application of IMS architecture concepts and technologies in the originating network/domain impacts those aspects of emergency service that are related to the detection of emergency session requests by the originating network/domain, and the routing of emergency sessions to/toward the appropriate PSAP based on the location from which the session was originated. The originating IMS network must also support the transport of caller location and callback information in the signaling associated with the emergency session.
The following describes the NENA view of how the IMS architecture to support emergency calling will evolve.  It does not represent a standard NENA is promulgating.  Comments on this section would be particularly appreciated.  As IMS standards evolve, this text will be revised to conform to those specifications. 
To support emergency call routing, a P-CSCF in the originating network must detect an emergency session establishment request, and select an E-CSCF in the same network to handle that request.  (The mechanism by which the P-CSCF selects the E-CSCF is not standardized in the current version of TS 23.167.)  The P-CSCF will prioritize emergency sessions over non-emergency sessions.  Upon receiving a request for an emergency session from the P-CSCF, the E-CSCF in the originating network will determine whether location information is present, or needs to be retrieved.  In the context of the i3 Solution call flow illustrated below, it is assumed that location information will be included in session establishment signaling from the endpoint.  The E-CSCF queries an RDF to obtain routing information for the call.  To support routing of emergency calls in an i3 Solution environment, the RDF will need to interact with an ECRF to identify the location-based routing destination for the call.  The ECRF maps the location information provided in the routing request from the RDF into either a PSAP URI or an ESRP URI, as described in Section 3.1.3.4.  This call flow is depicted in Figure 3-1. 
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Figure 3-1. i3 Solution Emergency Call Routing in IMS-based Originating Network/Domain


1. The user initiates an emergency call.  The UE detects the emergency session establishment request by evaluating the SIP URI or dialed number, and generates an emergency session establishment request that includes an emergency session indication, an Emergency/Public User Identifier, the UE’s location information (which is assumed to be available in this example call flow), and the Tel URI associated with the Public User Identifier, if available.

2. The UE sends an INVITE with an emergency indication to the P-CSCF. In this example, it is assumed that location information is present in the INVITE.

3. The P-CSCF detects the emergency session request, based on the information provided in the INVITE message, and selects an E-CSCF in the same network to handle the session.  The P-CSCF then forwards the emergency session establishment there by passing the INVITE to the E-CSCF.
4. The E-CSCF interacts with an RDF to obtain routing information, passing the location information to the RDF.
5. To obtain the appropriate i3 routing data (i.e., PSAP or ESRP address) for the emergency call based on the caller’s location, the RDF must interact with an i3 ECRF and its supporting data.  
6. The location-based routing information, consisting of the set of PSAP or ESRP URIs obtained by the RDF, is returned to the E-CSCF.

7. The E-CSCF uses the routing information provided in step 6 to forward the INVITE message containing location information and a callback number (assuming one was provided in the initial session establishment signaling), to the appropriate Emergency Services IP Network determined by the PSAP/ESRP URI.

3.1.4.3.2 IMS as Emergency Services IP Network

If the INVITE is received by an intemediate Emergency Services IP Network, it will be its responsibility to perform location-based routing,  If the INVITE is received by a terminating ESInet, that network may perform location-based routing and will perform policy based routing,  In the case that the Emergency Services IP Network responsible for performing this location-based routing is an instance of an IMS network, it is expected that the E-CSCF (which implements the ESRP functionality) will interact with an RDF in that IMS network to provide location information and request routing information for the call.  The RDF will determine that location-based routing is required, and will initiate an interaction with an i3 ECRF, providing it with the location information that was received in the routing request from the ESRP. The ECRF will map the civic address or geo-location information to a set of URIs, and will return these URIs to the RDF.  

The resulting location-based routing information in an intermediate ESInet consists of a set of ESRP URIs.  The RDF will return this information to the ESRP, and the ESRP will send session establishment messages forward toward an ESRP identified in the routing information provided by the RDF, essentially following step 7 of the call flow illustrated in Figure 3-1.

The resulting location-based routing information in a terminating ESInet consists of a PSAP URI.  The RDF will subsequently interact with a PRF to identify any PSAP/policy-based routing resolution characteristics that might change the destination address that should be used to route the call.  The RDF then returns the resulting set of PSAP addresses to the ESRP.  The ESRP will forward the INVITE message toward the destination PSAP identified in the routing information provided by the RDF.  The INVITE will include the location and potentially callback information received by the ESRP previously.  Figure 3-2 illustrates a scenario where the originating network sends an emergency session request to an IMS-based Emergency Services IP Network acting as a terminating ESInet, and the IMS Network performs both location-based routing and PSAP/policy-based routing.  This scenario also assumes that location information is included in the session establishment signaling.
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Figure  3-2.  Emergency Call Routing in IMS-based Emergency Services IP Network – Location- and PSAP/Policy-based Routing Performed

1. The originating network forwards the INVITE message containing location information and a callback number (assuming one was provided in the initial session establishment signaling), to the ESRP based on the ESRP URI provided as a result of routing determination in the originating network.
2. The ESRP sends a routing request to the RDF in the IMS-based Emergency Services IP Network to obtain routing information for the call. 

3. The RDF determines that location-based routing must be performed, and interacts with an i3 ECRF to obtain the appropriate i3 routing data (i.e., the set of URIs for the destination PSAP) based on the location information provided in the routing request. Upon receiving the location-based PSAP URIs from the i3 ECRF, the RDF interacts with the PRF so that any PSAP/policy-based routing characteristics can be applied.
4. The RDF returns to the ESRP the set of PSAP URIs that resulted from the routing determination processes described in step 3.
5. The ESRP uses the routing information provided in step 4 to send to forward the INVITE message containing location information and a callback number (assuming one was provided in the initial session establishment signaling), to the destination PSAP.

If the INVITE received from the originating network identifies the URI of a PSAP as the destination address for the emergency call, it will be the responsibility of the terminating Emergency Services IP Network to perform any PSAP/policy-based routing that might be applicable to the emergency session request.  In this scenario, it is expected that the terminating ESRP will request routing instructions from an RDF in that IMS network.  Based on the information included in the routing request from the ESRP (i.e., the PSAP URI), the RDF will determine that it must interact with a PRF, to identify any PSAP/policy-based routing resolution characteristics (e.g., alternate routing information based on to time-of-day) that might apply.  The PRF will provide routing information to the RDF, in the form of a set of alternate PSAP URIs, and the RDF will return this information to the ESRP to be used in routing the session forward.   This scenario is illustrated in Figure 3-3.
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Figure  3-3.  Emergency Call Routing in IMS-based Emergency Services IP Network – Only PSAP/Policy-based Routing Performed

1. The originating network forwards the INVITE message containing location information, a callback number (assuming one was provided in the initial session establishment signaling) and a PSAP URI, to the Emergency Services IP Network that serves the PSAP identified by the routing address.
2. To support PSAP/policy-based routing, the ESRP that receives the emergency session request from the originating network queries an RDF for further routing information.  

3. The RDF determines that it must interact with the PRF that contains the attributes that will drive the selection of the appropriate routing information based on a given set of conditions for the specific PSAP identified in incoming signaling.
4. The routing information obtained by the RDF is returned to the ESRP.
5. The ESRP uses the routing information provided in step 4 to send the emergency session request, in the form of an INVITE message containing location information and a callback number (assuming one was provided in the initial session establishment signaling), to the PSAP.

3.1.4.4 Backup/Default Routing in an IMS-based i3 Solution Environment

The i3 Solution also supports a default routing capability.  As described in Section 4.1.5, if routing information cannot be determined by the ECRF because location information is not available, a default pre-provisioned default URI may be used by the querying entity to determine the routing for the next hop of the call.  Another possibility is that the ECRF will provide the address of a default PSAP/call center in its routing response, if it is unable to determine the actual target PSAP/ESRP URI based on the information provided in the routing request.  If an IMS originating network/domain and/or Emergency Services IP Network is part of the i3 Solution architecture, it will also have to support a mechanism for default routing emergency session requests for scenarios where location information cannot be determined, or where the location/routing request to the LRF/RDF fails.  One of the architectural principles listed in TS 23.167 is that the IMS core network shall provide the possibility to route to a default answering point in scenarios where the local PSAP cannot be determined.  TS 23.167 also specifies that, upon receiving an initial request for an emergency session from a P-CSCF, the E-CSCF shall determine the default PSAP destination, if routing based on the UE’s location is required, but the location is unknown.  However, there are no procedures defined at this time that specify how this default destination will be determined.
3.1.5 Relationship of NENA i3 to ATIS Standards

The Alliance for Telecommunications Industry Solutions (ATIS) has several committees and standards development activities that relate to the emerging Emergency Services IP Network. ATIS intends to develop Stage 3 standards from this NENA work.  Below is a sample, but not necessarily exhaustive, list of relavant ATIS committees and their associated standards development activities. 

· Emergency Services Interconnection Forum (ESIF)

NENA and ATIS initiated ESIF with the support of the Federal Communcations Comission in 2002, ESIF was formed as a cooperative effort between NENA and ATIS. Its initial focus was to identify and recommend resolution of interoperability issues relating to the introduction of E9‑1‑1 Wireless Phase 2. ESIF has since expanded its role to be the primary committee within ATIS to champion and promote topics and standards related to Emergency Services at large. ESIF Emergency Services Network Interfaces (ESNI) Task Force 34 has defined two data communications standards to be used in Emergency Services IP Networks. Note that, the Emergency Services Network Interfaces (ESNI) Framework is an ATIS Standard that defines an ESNet. The Emergency Services Messaging Interface (ESMI) is an ATIS-PP-0500002-200X [66]. The Emergency Services Information Interface (EISI) will also become a Trial Use American National Standard (ANS) for Telecommunications.  Finally, the NGES subcommittee is coordinating emergency services standards development activities within ATIS and is also providing ESIF liaison(s) with other global standards development organizations (SDOs).

· Technology and Operations Council (TOPS)

Established by the ATIS Board of Directors, the Technology and Operations Council (TOPS) identifies the telecommunications industry’s most pressing technical and operational standards development priorities, and coordinates standardization efforts industry-wide to produce interoperable, implementable, end-to-end solutions. In May 2006, ATIS released its third Next Generation Network (NGN) standard document entitled "ATIS Next Generation Network (NGN) Framework, Part III: Standards Gap Analysis, May 2006." [64] Building upon the previous two standard documents, in particular the requirements identified in Part I and network enablers identified in Part II, Part III identifies the global standards development activities and assesses major gaps for the NGN global standard across other standards development priorities as specified by the TOPS Council.  Note that Next Generation Emergency Services was specifically addressed as a priority in this document for both ESIF and PTSC.

· Packet Technologies and Systems Committee (PTSC)

The PTSC develops and recommends standards and technical reports related to telecommunications network services, architectures, and signaling, in addition to related subjects under consideration in other North American and international SDOs. The PTSC recently issued the IP Network-to-Network Interface (NNI) Standard for VoIP: ATIS-PP-1000009.2006 [65]. The NNI Standard for VoIP is pursuing internetworking Voice Call Continuity (VCC) standards and will address standards specifically targeting VoIP call continuity for Emergency Services in North America.

· Wireless Technologies and Systems Committee (WTSC)

The WTSC develops and recommends standards and technical reports related to wireless and/or mobile services and systems, including service descriptions and wireless technologies. The WTSC develops and recommends positions on related subjects under consideration in other North American, regional and international SDOs. The WTSC, along with TIA TR45.2, has developed the joint TIA/ATIS Draft ANS J-STD-36-B: Enhanced Wireless 9-1-1 Phase 2 [67]. The WTSC plays an integral role in defining the evolution of emergency services in next generation wireless networks. 

· Other ATIS Committees

Other ATIS committees such as the Network Performance, Reliability and Quality (PRQC), the Telecommunications Management and Operations (TMOC), and other committees may also play roles in evolving standards for emergency services in their committees’ area of expertise.

3.1.6 Example of possible physical architecture

There are many possible variations in physical architectures that could be used to meet the i3 requirements described in NENA i3 Technical Requirements Document [1]). Figure 3‑4 illustrates a potential high-level physical architecture that includes the functional elements described in Section 3.1.2.
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Figure 3-4  Example i3 Physical Architecture
Figure 3-4 illustrates an example architecture in which IP devices may be equipped with the capability to determine their own location, or location determination and acquisition functions may be provided to IP clients by their access infrastructure and/or Internet Service Provider. Location acquisition may be provided by a proxy (e.g., a VoIP Service Provider) on behalf of an IP endpoint that is not location-aware. 

IP clients may request routing information from Emergency Call Routing Functions (ECRFs), or a proxy (e.g., a VoIP Service Provider) may request this information on their behalf.  Various IP clients may send emergency calls toward PSAPs over a series of networks including that of their access provider(s), the Internet, and an Emergency Services IP network that provides IP connectivity for a variety of services related to emergency call handling. Only one Emergency Services IP network is shown in the figure, but in reality there may be several of these that play a role in delivering an emergency call to the appropriate PSAP. An Emergency Services IP Network may provide location-based routing and/or policy-based routing, depending on whether it is an intermediate or terminating network.  An Emergency Services Routing Proxy (ESRP) in the Emergency Services IP Network will be responsible for generating routing requests and using the routing information provided in the responses to those requests to route the emergency call forward.  The ESRP might also provide default routing functions, when location information is not present or specific enough for accurate routing.  In addition, the ESRP will provide backup routing functionality under conditions of network congestion or failure.

This example physical architecture shows i3 PSAPs communicating with each other and with other i3 entities over the Emergency Services IP Network(s). The i3 PSAPs also have access to databases and media services over their Emergency Services IP Network. The i3 PSAPs may obtain services using an Emergency Services Network (ESNet) function as being defined by ESIF. The i3 PSAPs may also access public Web Services over the Internet, with appropriate security mechanisms in place. In addition, i3 PSAPs may access an ECRF via the Emergency Services IP Network, for example, to identify an appropriate agency to transfer a call based on the caller’s location.

Legacy PSAPs may access some of the functions on the i3 Emergency Services IP Network via gateway functions.

The following sections provide more detailed explanations of how some of these processes may be supported in the i3 Solution.
3.2 Call Architecture

A Location Acquision Function is used in the access network to obtain the location of a caller, which is retrieved on demand from a Location Information Server.  Locations which are in civic address form are validated prior to being stored in the LIS by the validation function.  A 9-1-1 call includes location information with the call.  A carrier, enterprise or other call presenter uses the location (included with the call) with the Emergency Call Routing Function to determine a URI to route to.  Calls are presented by the access network to the Emergency Services IP Network, possibly through a Border Control Function either directly to a PSAP or to an Emergency Services Routing Proxy.  
Within the ESInet, the ESRP, if used, will (logically) use the same ECRF to further onward route the call.  If the ESInet is hierarchical in nature (i.e., consisting of a network of networks), an ESRP instance may be used at each level of the hierarchy.  The call would then traverse multiple ESRPs from the access network to the PSAP.   The final proxy is a PSAP proxy (which could be an IP-PBX), which forwards the call to one of its User Agents (which may be a call taker).  The PSAP may use ECRF to determine the proper responders. 
All i3 PSAPs accept calls signaled with SIP with audio, video, interactive text and instant messaging media.  PSAPs may support other protocols or signaling gateways may be provided within the Emergency Services IP Networks to accept other protocols and convert the signaling to SIP.  The details of which protocols and where the gateways are located are out of scope of this document.
3.2.1 Calls and Incidents
A request for help by someone in need of help, or acting on behalf of someone who needs help is a “call” in i3.  This covers the normal case of a telephone call, but also includes a two way video call, an interactive text (TTY or newer forms of TTY), an SMS, an Instant Message or some new mechanisms for communications in the future.  While most calls create a “session”, which in this context means signaling that establishes the session, followed by media streams flowing between the caller and the call taker, and terminated by further signaling, a call can also be a single media burst with included signaling, which characterizes an SMS or some forms of Instant Messaging.
Although not all requests for help have session establishment/teardown, we use the term “call” to refer to any request for help.

An Incident is a real world event, like a car crash, a heart attack, or a fire in a building.  The 9-1-1 system often receives multiple calls for an incident.  In i3, we separate the notion of incident from call.  Each is given identifiers, and we can associate a call with a primary and one or more secondary incidents.  Of course multiple calls can be so associated with any incident.

In some circumstances, multiple incidents are related to one another.  An obvious case is a disaster, which often has many associated incidents.  Some other examples include a car crash which ignites a building fire.  To represent this situation, the notion of incident is defined as hierarchical; an incident can be defined as a set of related incidents.  By defining incidents and calls separately, and assigning each an identifier, we can provide call takers, responders and management more information, organized better, and subsequently relate all the information the system keeps on calls and incidents for follow up reports.

The following definitions are used in this specification:

Agency: an organization that is a client of a database or service.

Agent: a person employed by or contracted by an agency.

Call: a single communication to a PSAP that results in a defined action by a call taker. A call does not have to be a literal phone call.  It could be an Instant message, a SMS text message, an Automatic Crash Alert, etc.

Incident: a defined public safety event that incurs a response within the domain of a PSAP.  Examples include a traffic accident (including subsequent secondary crashes), a hazardous material spill, etc.  Multiple Calls may be associated with an Incident.  An Incident may include other Incidents in a hierarchical fashion.

Call Identifier: an identifier assigned by the first element in the first ESInet which handles a call.  The form of a Call Identifier is a GUID.  Call Identifiers are globally unique.

Incident Identifier: an identifier assigned by the first PSAP which declares an incident.  The form of an Incident identifier is a URI GUID.  Incident Identifiers are globally unique.

The life cycle of a call includes: call origination, call abandonment or completion, call duration, call clearing, and post-call processing of indefinite duration.   The life cycle of an Incident includes: Incident declaration, Incident processing, Incident clearing and post-incident processing of indefinite duration.
3.3 Service Architecture

A Service Oriented Architecture (SOA) is a way of organizing and using distributed (functional) capabilities to solve system needs (requirements). It is a composition model that connects the functional capabilities of applications, called services, through well-defined interfaces and contracts between these services.

“Foundation services” are well-known services such that service consumer entities are not discovered in the registry, but are part of every Emergency Services Network.  
Most external interfaces defined for an IP-enabled PSAP will be expressed as services that are part of an Emergency Services IP Network service architecture system

3.3.1 Definitions

A service has an associated well-defined service interface which is used for service consumption i.e. making use of a capability. Services “live inside” distributed processing entities.

A service’s interface is defined in a way that is independent of the hardware platform, the operating system, hosting middleware and the programming language used to implement the service. This allows services, built on a variety of systems, to interact with each other in a uniform and universal manner.

For any service, we can distinguish the following roles:

· Service provider – that part of a processing entity’s behavior that exposes the service interface and implements the service, making it available through a managed ESInet.

· Service consumer – that part of a processing entity’s behavior that makes use of the services accessed via the service interface.

As defined above, provider and consumer roles are always relative to a given service. The following diagram illustrates a processing entity (Entity 2) hosting both a service producer and a service consumer (for different services).
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For a service provider and consumer to interact with each other, they must become aware of each other. A service provider makes its service description available to service consumers which can then use some discovery/lookup mechanism to retrieve it. 

A service description usually includes:

· The “business” identity of the provider of the service and a definition of the capability the service provides, associated effects and constraints (policies). 

· The service interface

A description of the service primitives available for the service and their associated parameters. This description may be machine processable (for example as a WSDL document) allowing potential service consumers to learn how to use the service dynamically.
· The service access point(s)

Specifies the network address of the processing entity that exposes the service interface. There may be more that one such address corresponding to various “flavors” of the service such as the different bindings under which the service is made available. Bindings are used to define the access mechanism used when a service is invoked (e.g., SOAP/HTTP, JMS/Messaging, CORBA IIOP)
For any given service, some or all of the above information (known as service metadata) can already be known to a service consumer (i.e. specified at design time). It can also be dynamically determined through a process called service discovery. 

Whatever mechanism a service consumer uses for service discovery, the service description must have previously been made available through some activity, generally known as service registration. 

3.3.2 Service Registry

 A “Service registry” is a logically centralized directory of services.  The registry provides a central place where service providers can publish new services and service consumers can discover those services.

The Service Registry is a foundation service of a service architecture that supports registration (storage), lookup and discovery of service descriptions. Service management is an important aspect of service architectures and the Service Registry is one component of it. 

One example of a Service Registry is the UDDI [68] registry.

3.3.2.1 Registration

Service registration will usually be an off-line activity, but may also be dynamic under certain circumstances.

3.3.2.2 Discovery

Discovery includes determination of the access point, the binding and the service interface.  For many services, all of this information can be obtained from the service registry.  Some implementations will not discover service interfaces, but will be programmed for specific interfaces.  Similarly, bindings may be decided in advance instead of discovered.  
Service discovery can be a design-time activity i.e. when designing consumer applications.  This might be considered more “lookup” than “discovery”. 

Service discovery can also be a run-time process; like when applications need to dynamically discover how to consume a service they did not know about beforehand.  This is true discovery. 

The end-result is the same however, indicating if a provider exists for the given service, obtaining the technical specification for the service (possibly machine processable) and finding out at what network address the service may be accessed.

3.3.3 A closer look at the service architecture

A system architecture organizes and uses distributed (functional) capabilities to solve system needs (requirements), and services are the mechanisms that relate needs to capabilities. 

Some services will represent specific non-decomposable capabilities.  These are standalone/atomic services. One example would be the NCIC inquiry service.

Service composition is used to bring together multiple services (atomic or composed) to satisfy more complex or higher-level needs. 

The following are a few well-known composition patterns:

· Correlation – a service correlates information or events acquired/provided by other services and makes the result of correlation, synthesized information or events, available to its service consumers

· Sequencing – a service that triggers other service providers in some particular sequence to get some desired effect – like in the case of a workflow sequence where each workflow step is represented as a service provider.

· Aggregation – a service acquires and gathers information from different service providers and makes the aggregated (by containement or reference) information available to its service consumers.

· Cache – a service that “remembers” information or events acquired from or produced by other services for deferred on-demand restitution to its service consumers.
· Proxy – a service that plays the “go between” role for a service consumer and the ultimate (real) service provider. 

· Mediation - a service that provides a uniform appearance to a service consumer for a set of services with a disparate set of service interfaces.
The above service composition patterns are quite usefull in coordinated collaborative service architectures such as that envisioned for the ESInet.

Here are a couple of examples that illustrate this point. The diagrams below illustrate two alternative models for providing a mediated ALI service: the first model illustrates the ATIS.ESIF.TF34 ESMI view of mediation and the second illustrates a (native) web service view of mediation. Note that both of the diagrams refer to previously defined utility components, but these are used only for their value as functional model elements. 


[image: image8]
When the RG receives an EEvent message, it uses one or more ALI service consumers to solicit applicable ALI service providers. Returned information is carried in EEventInfo message(s).


[image: image9]
In the above diagram, the mediation service does not reside inside a standardized ESNet entity. Dashed arrows represent optional interactions. To truly emulate ESMI mediation, the Key Set Registry option would be used. An alternative would have the list of service providers provided to the mediation service from local configuration data. Yet another alternative would have the client directly interface to the Key Set Registry. 

Note that the clients can also elect to directly solicit the ALI service providers through the same service interface used with the mediation service.

3.3.4 Building SOA systems

A principal technology for building SOA systems is Web services.  Web services are mainly focused on two objectives: 

· The wire-level protocols that ensure runtime interoperability between heterogeneous systems. Web services are based on the exchange of messages using a technology-neutral XML format (SOAP). 

· Standards for defining service interfaces (WSDL and XML) independently of the implementation technology. A standard for defining interfaces also enables interoperability between tools.  

It is generally recognized that using Web services isn’t the only way to implement an SOA system. For example, REST can provide a simpler way of implementing system capabilities for certain needs. 
4 Call Flow

4.1 Basic 9-1-1 call

The procedures for initiating a 9-1-1 call at a user agent and processing the call at the carrier, enterprise or other entity is defined in [draft-rosen-ecrit-phonebcp-00].  Following these procedures will result in an Emergency Call Routing Function authoritative for the location of the caller providing a URI which ultimately routes to the proper PSAP.  The i3 solution provides for one or more intermediary proxies (ESRPs) between the call orgination emergency call routing element (referred to as the Emergency-Call Session Control Function [E-CSCF] in IMS originating networks/domains) and the final ESRP.  These proxies use the location of the caller, and (logically) the same ECRF to further route the call.  This is accomplished by provisioning the ECRF to provide routing information to requestors based on the identity used for authentication of the requestor to the ECRF.  A carrier, enterprise or unknown query for most services would receive a URI which routes to the (top level or entry) ESRP corresponding to the location presented.  The ESRP, which would make the SAME query (same location, same service) would receive a more precise route, which may be repeated if there is more than one level of ESRP and the final ESRP would receive the URI of the PSAP.  In this manner, the ECRF returns different results for the same query depending on the identity of the element making the request.  
Calls are presented to the first ESRP through a Border Control Function (BCF).  The BCF provides front-line defense against deliberate attack on the Emergency Services IP Network.   The PSAP would have a BCF between it and the ESInet; although the network is managed, it should not be assumed secure.

The PSAP receives the call, with the location information attached, from an ESRP.  The PSAP proxy server routes the call to an available call taker (internal PSAP function not part of this specification).  It may be necessary for the PSAP to transfer the call to a secondary PSAP (or PSAPs) for dispatch of responders based on the location of the caller.  The PSAP may use (logically) THE SAME ECRF, but possibly a different service request, and, because it is authenticated to the ECRF as a PSAP, it will receive the URI of the secondary PSAP appropriate for the service requested.  In this context “service” is the service request in the LoST protocol.  As an example, the original call may be to urn:service:sos.  The PSAP may decide it needs to dispatch the appropriate police agency.  It would query the ECRF with the location of the caller, but with service urn:service:sos.police. Thus the ECRF provides routing from the carrier (if there is a carrier) to the ESRP, from one level of ESRP to another, from the lowest level ESRP to the PSAP and from the PSAP to the dispatcher(s).  The LoST protocol uses location + service as input, and provides URI(s) output, and the i3 architecture makes use of this function for all routing.  PSAPs may have other ways to choose a responder when location-based routing is not used.
It is important to point out that it is LOGICALLY the same ECRF.  It may be very appropriate for a different physical box to provide routing for external entities, with another one for intra-ESInet routing.

Calls from legacy networks (wireline or wireless) which are not inherently VoIP-based must undergo signaling interworking (i.e., at a gateway system) to convert the incoming Multi-Frequency (MF) or Signaling System No. 7 (SS7) signaling to SIP. 

In addition, functionality must be applied to legacy emergency calls that will allow the information provided in call setup signaling by the wireline switch or MSC (e.g., calling number/ANI, ESRK, cell site/sector) to be used to route a call and provide location to the PSAP.  Determination of call routing for legacy calls will actually involve two functions:  a location retrieval function and a routing determination function.  The location retrieval function will be responsible for translating the information received with a legacy emergency call into location information that could be used as input to the routing determination function (i.e., a civic address or geo-location).  It is assumed that this function will involve interaction with some type of location database/server.
  In the call flows shown later the connotation Location Information Server’ (LIS’) is used. This is to illustrate that the network could extend the concept of the i2 LIS for this function. The routing determination function (i.e., ECRF) would then map the location information obtained via the location retrieval function to a PSAP URI.  

This means that all legacy calls, regardless of origin are routed using the same ECRF, based on information obtained via a location retrieval function, and arrive at the PSAP as VoIP with location.  

If the PSAP determines that another PSAP needs to handle the call, it will need to route a call to that PSAP. The operation will be a bridge/transfer per Section 4.4.2.6.

For mobile callers, regardless of origin network type, the PSAP will perform a SIP Subscribe to a presence/location update service, which will provide notification of location changes. The subscription address could be found in the SIP Location Header [9]or may be formed from the Address of Record found in the INVITE message From: header from [11].
If the PSAP determines that another PSAP needs to handle the call, it will need to route a call to that PSAP. The operation will be a bridge/transfer per Section 4.4.2.6
4.1.1 Processing of incoming INVITE transaction at an Border Control Function

If a BCF is integrated with an ESRP, such that a failure of one is equivalent to a failure of the other (“fate sharing”), and the BCF function is transparent to signaling entities, the only requirement of the BCF is to maintain TLS connections with upstream entities who request TLS connections to the ESRP.  If the BCF does not share fate with the ESRP, or is not transparent to signaling entities, the BCF must operate as a proxy server per RFC3261, must insert a VIA header in messages as appropriate and must forward calls unconditionally to the ESRP which is the target of the call.  This document does not specify operation of the BCF, but the following functions could be included in one:

1. Port firewall: only permitting SIP connections to 5060 and SIPS connections to 5061

2. Pinhole firewall for media: Inspection of SDP with opening of pinhole firewalls for authorized media streams

3. SIP protocol repair: Inspection of SIP messages for conformance to RFC3261 with editing of messages which do not conform.  It is RECOMMENDED that this function attempt to pass calls in all cases, rather than rejecting calls for not being 3261 compliant.  

4. DoS mitigation: Detect known and symptomatic denial of service attacks and filter attack attempts out of further processing.  This includes TCP, UDP and SIP attack mitigation.
4.1.2 Processing of an incoming INVITE transaction at a non-terminal Emergency Services Routing Proxy 
An ESRP will receive a call routed to it via the [draft-rosen-ecrit-phonebcp-00] procedure.  The ESRP will:

1. Extract location from the call.  If location is not present, skip to step 3 and use a provisioned default mapping as the Request-URI
2. Map the location using LoST.  The ESRP must maintain a persistent TLS/TCP connection to the ECRF for this purpose.  The ESRP credentials used for the TLS authentication identifies the ESRP as an authorized internal routing element within the Emergency Services IP Network and the route obtained from this step with be a lower level ESRP
.  
3. Perform call congestion control processing per ESRP and PSAP policy.  See section 4.6.  The resulting URI becomes the Request URI for the next hop.

4. Add a VIA header per RFC3261

5. Inspect the INVITE for the presence of a a Call Identifier (which must be in the form of a GUID), and include it in the outgoing message
6. Add a Record-Route header per RFC3261 if desired

7. Route the call using the procedures specified in RFC3261 [11] section 16
8. Use persistant TLS connections to downstream proxies

4.1.3 Processing of an incoming INVITE at a terminal ESRP 
The terminal ESRP must accept calls per RFC3261 procedures.  The proxy must add a VIA header.  The PSAP RP MUST accept TLS connections.  All Record Route requests must be honored.  There are no other EXTERNAL interface requirements.

4.1.4 Processing of outgoing INVITE transactions at BCFs and no-terminal ESRPs

Outgoing INVITE transactions must follow procedures in RFC3261.  Via’s must be added.  Proxies MUST NOT hide or modify Via’s.  Record Route’s MUST be honored by all elements.  TLS MUST be used within the Emergency Services IP network, and SHOULD be used with downstream proxies. 
An outgoing call MAY have an Incident Identifier and SHOULD have a Call Identifier. 
4.1.5 Abnormal Cases

To be provided in a subsequent release
4.2 Call Release

PSAPs follow procedures in RFC3261 for call release.  It is recommended that call origination NOT terminate calls, following procedures in [59].  All proxies MUST add Vias.  Via hiding MUST NOT be permitted.  Record-Route MUST be honored.  TLS MUST be used within the Emergency Services IP Network and SHOULD be used with entities outside it.
4.3 Relay calls

A caller may call a relay service, and have the service do a 3rd party origination of a 9-1-1 call as discussed in Section 4.5.  Alternatively, a user may mark a call to 9-1-1 in such a way that the relay service is automatically engaged.  The latter avoids the step of first calling relay and having relay call 9-1-1; the call is established as a 3 way with the caller, the PSAP and the relay service in one step.  The PSAP upon receiving such a call
1. ReInvites the caller to its bridge as per Section 4.4.2.6
2. Invites the appropriate relay service to its bridge.  The PSAP MUST include the language and preferred media of the original call.

4.4 Information Flows 

This section illustrates information flows to support registration/deregistration, as well as signaling and media connections in the originating network and the Emergency Services IP network to implement various emergency services scenarios. 

4.4.1 Registration/Deregistration Flow Examples 

These flows assume that the PSAP is a “full” User Agent with all of the privileges and responsibilities (e.g. registering with an AAA).
4.4.1.1 Registration

As shown in Figure 4-1, PSAPs, as SIP User Agents, must register with the network such that emergency calls may be delivered to them.  As shown later, PSAPs may unregister if they enter into night service or otherwise become unavailable. For a PSAP to register it sends a registration request to an Authentication Server (AAA) (Step A). In this sequence the AAA challenges the PSAP and the PSAP responds with its credentials. Once the PSAP is registered, the ESRP updates the PSAP routing policy with the PRF (Step B).  The PRF implements routing policy for the PSAP.
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Figure 4‑1 PSAP UA Registration

4.4.1.2 Deregistration

Figure 4-2 illustrates the scenario where the PSAP deregisters. This may be the case where the PSAP is entering into night service or is otherwise unavailable. The PSAP sends a deregister message to the ESRP. The ESRP forwards the deregistration to the AAA server and notifies the PRF.
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Figure 4‑2 Deregistration

4.4.1.3 Registration State Subscription

The PSAP may subscribe to its registration state. This is useful if there is a situation where the network would need to inform the PSAP of an event where the PSAP must take some action. For example, a network event may notify the PSAP to reregister. The PSAP subscribes to the ESRP (and potentially to other elements such as the PRF). In the initial subscription, the network notifies the PSAP of its state (available). Subsequent notifications may require action by the PSAP. Note that the PSAP may use the subscription capability for other services or situations. 
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Figure 4‑3 Registration State Subscription
4.4.2 IMS-based Call Flow Examples 

This section illustrates information flows, as well as signaling and media connections in the originating network and/or Emergency Services IP Network, to support emergency call/session establishment under various emergency services scenarios. These flows use as a basis the functional entities defined in Section 3.1.4, and the basic IMS-based 9-1-1 call setup procedures described in Section 3.1.4.3.  

These example flows assume a Back to Back User Agent (B2BUA), most likely in a Session Border Controller, between the originating network and the Emergency Services IP Network. They also assume that this B2BUA anchors the media channel. This removes the dependence upon the UA implementing capabilities required by the ESInet, e.g. REFER. It also eliminates the need for the UA to re-originate the call for features such as transfer and bridging. Such re-originations are subject to congestion and blocking which may impact the feature. If the B2BUA did not anchor the media then the signaling would pass through the B2BUA to the UA and the UA would be expected to execute the request.  Although common in IMS network implementations, it is recognized that the presence of a B2BUA in an IMS network is not required. 
4.4.2.1 Emergency Call Routing in an IMS-based Originating Network

Figure 4-4 illustrates the interactions between functional elements in an originating IMS network to support emergency call routing.  In Step A, the caller initiates an emergency session request which the UE sends to a P-CSCF.  Upon detecting the emergency session request, the P-CSCF selects an E-CSCF and forwards the emergency session request to it.  The E-CSCF recognizes the emergency session request and interacts with an RDF to determine how to route the call.  In this scenario, it is assumed that location information was delivered to the E-CSCF in the emergency session request, and that this location information is sent to the RDF in the routing request.  The RDF interacts with an i3 ECRF which maps the location information (i.e., civic address or geo-location) to a PSAP or ESRP URI. The RDF returns the primary address of the destination PSAP or ESRP in the Emergency Services IP Network to the E-CSCF, along with any associated alternate address information that may have been available in the ECRF.  (The alternate address information may be used by the E-CSCF to determine alternate handling in situations where the call cannot be successfully delivered.)  In Step B the E-CSCF forwards the session request signaling via a Back to Back User Agent (B2BUA), most likely in a Session Border Controller, to an ESRP in the Emergency Services IP Network.  
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Figure 4‑4  Emergency Call Routing in an IMS Originating Network
4.4.2.2 Emergency Call Routing in an IMS Emergency Services IP Network

Three flows are provided below to illustrate the interaction of various functional entities within an IMS Emergency Services IP Network under different routing scenarios.  In the first scenario, described in Section 4.4.2.2.1, the emergency session request received by IMS Emergency Services IP Network contains an ESRP URI as the destination URI for the call, and the IMS Emergency Services IP Network performs both location-based routing and PSAP/policy-based routing.  This would occur if the Emergency Services IP Network was the terminating network for the call.  In the second scenario, described in Section 4.4.2.2.2, the emergency session request received by the IMS Emergency Services IP Network contains a PSAP URI as the destination URI for the call, and the IMS Emergency Services IP Network performs PSAP/policy-based routing.  This scenario would also occur in an Emergency Services IP Network that was the terminating network for the call.  In the third scenario, the emergency session request received by the IMS Emergency Services IP Network contains an ESRP URI as the destination URI, and the IMS Emergency Services IP Network only performs location-based routing.  This would occur if the Emergency Services IP Network was one in a series of Emergency Services IP Networks in the path between the caller and the PSAP, and it was not the terminating Emergency Services IP Network.

4.4.2.2.1 IMS Emergency Services IP Network Performs Location and Policy-based Routing

Figure 4-5 illustrates a scenario where the Emergency Services IP Network performs both location-based and PSAP/policy-based routing.  In Step A of this scenario, the originating network forwards the session request signaling via the Session Boarder Controller (B2BUA) to the ESRP in the Emergency Services IP Network. The emergency session request contains an ESRP URI as the destination address, as well as caller location information. Upon receiving the emergency services request, the ESRP sends a request for routing information, to the RDF.  In Step B, the RDF determines that location-based routing is needed, and interacts with an i3 ECRF which does a civic to PSAP address or a geo to PSAP address mapping and returns a set of location-based PSAP URIs to the RDF.  Upon receiving the PSAP URI information from the ECRF, the RDF determines that it must interact with the PRF.  In Step C, the RDF interacts with the PRF to identify any PSAP/policy-based routing resolution characteristics that might change the destination address that should be used to route the call, and returns the address of the appropriate destination PSAP to the ESRP, along with alternate PSAP addresses that may be used under different call scenarios (e.g., busy).  In Step D, the ESRP signals the PSAP and session establishment messages are exchanged.  In Step E, the media sessions are completed between the Caller/Originating Network and PSAP A. 
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Figure 4‑5 IMS Emergency Services IP Network Performs Location and Policy-based Routing
4.4.2.2.2 IMS Emergency Services IP Network Performs Policy-based Routing Only

Figure 4-6 illustrates a scenario where the Emergency Services IP Network only performs PSAP/policy-based routing.  This would occur in a scenario where the originating network determined the address of the destination PSAP and included this information in the emergency session request sent to the Emergency Services IP Network.  In Step A of this scenario, the originating network forwards the session request signaling via the Session Boarder Controller (B2BUA) to the ESRP in the Emergency Services IP Network. The emergency session request contains PSAP URI as the destination address. Upon receiving the emergency services request, the ESRP sends a request for routing information, to the RDF.  In Step B, the RDF determines that only policy-based routing is needed, and interacts with the PRF to identify any PSAP/policy-based routing resolution characteristics that might change the destination address that should be used to route the call, and returns the address of the appropriate destination PSAP to the ESRP, along with alternate PSAP addresses that may be used under different call scenarios (e.g., busy).  In Step C, the ESRP signals the PSAP and session establishment messages are exchanged.  In Step D, the media sessions are completed between the Caller/Originating Network and PSAP A.
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Figure 4‑6 IMS Emergency Services IP Network Performs Policy-based Routing Only

4.4.2.2.3 IMS Emergency Services IP Network Performs Location-based Routing Only

As described in Section 4.4.2.2.1, if the emergency session request received by an Emergency Services IP Network contains an ESRP URI as the destination address, the Emergency Services IP Network will be expected to perform location-based routing.  In Section 4.4.2.1, a scenario was illustrated in which this location-based routing resulted in the identification of the destination PSAP for the call.  It is possible, in scenarios in which an emergency session request traverses multiple Emergency Services IP Networks, that the location-based routing performed in an Emergency Services IP Network will result in the identification of an ESRP in a subsequent Emergency Services IP Network.  In this case, policy-based routing will not be performed, and the ESRP URI identified as a result of location-based routing will be used to route the emergency session request forward. 

Figure 4-7 illustrates this scenario.  In Step A, the originating network forwards the session request signaling via the Session Boarder Controller (B2BUA) to the ESRP in the Emergency Services IP Network. The emergency session request contains an ESRP URI as the destination address, as well as caller location information. Upon receiving the emergency services request, the ESRP sends a request for routing information, to the RDF.  In Step B, the RDF determines that location-based routing is needed, and interacts with an i3 ECRF which maps the civic address or geo-location to an ESRP URI and returns this information to the RDF.  Upon receiving the ESRP URI information from the ECRF, the RDF determines that it should return this information to the ESRP (without interacting with a PRF), as illustrated in Step C.  In Step D, the ESRP forwards the emergency session request to an ESRP in a subsequent Emergency Services IP Network, where further location-based routing is expected to be performed. 
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Figure 4‑7 IMS Emergency Services IP Network Performs Location-based Routing Only

4.4.2.3 PSTN Call Origination presented to an IMS based Emegency Services IP Network
The scenario in Figure 4-8 illustrates a call originated from a legacy network. In this case the call enters the ESInet with only the ANI (callback TN, ESRK, etc.). The call is routed to the ESRP, which recognizes that the request is from a legacy network where location is not passed in the call set up, and interacts with an LRF (Step A).   In Step B, the LRF requests location information from the Location Information Server’ (LIS’).  The LRF then interacts with the RDF, passing the location information received from LIS’ to the RDF.  In Step C, the RDF uses this information to interact with the i3 ECRF.  The i3 ECRF maps the location information to a PSAP URI, and returns the PSAP URI back to the RDF.  In Step D, the RDF uses the location-based PSAP URI to interact with the PRF.  The PRF will further resolve the destination PSAP URI by applying any PSAP-specific routing logic/data that may be associated with the received PSAP URI.  The RDF then returns routing information, consisting of a destination PSAP URI and a set of alternate PSAP URIs, to the ESRP. The ESRP signals the PSAP and the call set up messages are exchanged (Step E). In Step F, the media sessions are completed between the Caller in the PSTN and PSAP A.
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Figure 4‑8 Emergency Call Origination From PSTN

4.4.2.4 PSAP Busy

Figure 4-9 illustrates the scenario where all Call Takers at the PSAP are busy and the call must be delivered to an alternate PSAP. In Step A, the Caller initiates a request that is forwarded to the ESRP. In Step B, the ESRP interrogates the RDF for routing instructions. The RDF interrogates the ECRF for a location-based PSAP address. The ECRF either does a civic-to-PSAP address or a geo-to-PSAP address mapping, and returns the address to the RDF. The RDF interacts with a PRF to check for any PSAP-based routing resolution characteristics (e.g. should alternate routing be invoked) and returns routing instructions to the ESRP.   Note that in addition to the appropriate primary PSAP address the RDF returns alternate PSAP addresses. In Step C, the ESRP signals the PSAP and the PSAP signals back busy indicating that all agents are busy. The ESRP invokes alternate call handling, and using the appropriate alternate PSAP address obtained from the RDF, signals the alternate PSAP (PSAP B), and the call set up messages are exchanged (Step D). In Step E the media sessions are completed between the Caller in the PSTN and PSAP B.

A scenario can also be extrapolated where the PSAP is unreachable. In that scenario the ESRP attempts to establish the call to the PSAP and a timer expires when PSAP A does not respond. The ESRP then attempts the call to the alternate PSAP.

If the alternate PSAP is not available, the ESRP may iterate upon alternate PSAPs depending upon how many were returned from the RDF. At some point the ESRP will take default routing actions, which based upon local procedures may be to provide reorder or some other action. 
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Figure 4‑9 PSAP Busy

4.4.2.5 PSAP Unavailable for Service

There may be situations where the primary PSAP is unavailable to take emergency calls. An example is where the PSAP has night service closure. In this situation it is expected that the PSAP will deregister as shown in Figure 4-2, instantiate a time-of-day based policy rule, or use a web services interface to the PRF to dynamically change its policy. The ECRF may choose the primary PSAP (i.e.,. PSAP A) but the PRF recognizes that it is not in service. In that case it will return an alternate PSAP to the ESRP via the RDF (e.g. PSAP B).

In Step A, the Caller initiates a request that is forwarded to the ESRP. In Step B, the ESRP interrogates the RDF for routing instructions and the RDF interrogates the ECRF. The ECRF either does a civic to PSAP address or a geo to PSAP address mapping and returns the PSAP address to the RDF. The RDF then interacts with the PRF to check the presence of PSAP A.  The PRF determines that it is not registered (or has specified alternate routes based on policy) and returns routing instructions for PSAP B (and potentially other alternates) to the ESRP. In Step C, the ESRP signals PSAP B and the call set up messages are exchanged. In Step D, the media sessions are completed between the Caller and PSAP B.
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Figure 4‑10 PSAP Unavailable for service

4.4.2.6 Bridging Another PSAP

PSAPs have bridge services available, either inside the PSAP or via a service on the ESInet.  Bridges are SIP conference-based and provide multimedia bridging for all calls needing a bridge.  A call may be transferred to another PSAP or agency using the bridge either to give the call to appropriate responders or to route the call to another PSAP due to a misroute.  The originating PSAP could either look the terminating PSAP/agency up in a directory if it knows the identity of the PSAP/agency it wants, or it can query the (global) ECRF using the appropriate service with a (possibly revised) location to determine the URI that will route to the correct PSAP/agency for the location.
PSAPs may REFER incoming calls to a bridge following procedures in RFC3515 [22].  The bridge must conform to [sip-conference].  Logging elements and PSAP management monitoring functions MAY be anonymous participants.  The bridge MUST implement [SIP Conference Package] and SHOULD implement [xcon conference control protocol].  Normal policy of the bridge should allow the conference to stay up when the PSAP that established the conference leaves.  [xcon conference control protocol] may be used to transfer control of the conference to a remaining participant.

If the bridge is not within the PSAP domain (that is, there is a proxy not within a PSAP and not the PSAP Routing Proxy), the bridge proxy MUST add a VIA, MUST NOT hide Vias, MUST use TLS within the ESInet and SHOULD use TLS outside the ESInet.

Emergency calls bridged or transferred from a PSAP to another entity MUST follow identifier rules in Section 4.1.4.
A high-level procedure for conference bridging is shown in Figure 4-10. In Step A, the Emergency Caller and PSAP A are connected through the B2BUA and in conversation. In Step B, PSAP A realizes the need to transfer (bridge) the Emergency Caller to PSAP B and seizes a conference bridge. In the negotiation for the bridge, PSAP A receives a Conference ID that is to be used by the other parties when they join the bridge. In Step C, PSAP A refers both the B2BUA and PSAP B to the conference bridge. The REFER message must contain the Location Object so that PSAP B has the same information as PSAP A. In Step D, PSAP A and the B2BUA signal to join the conference. In Step E, PSAP A, the B2BUA (and therefore the Caller) and PSAP B join the conference bridge. If PSAP A completes its part of the activity and drops, the conference circuit may not be released since the Caller and PSAP B are still in conversation.

[image: image20.png]——-> Signaling
> RIP




Figure 4‑11 PSAP Bridging

4.5 3rd party origination

Authorized entities may originate 3rd party calls.  The steps in creating a 3rd party originated call are:

1, Caller places a normal SIP call to the 3rd party

2. 3rd party REFERs call to urn:service:sos, with a Referred-By set to an appropriate URI which a) is within a domain authorized  by the PSAP to originate 3rd party calls and b) can link the original call to the subsequent call from the PSAP bridge.

3. Caller’s UA places call, as an emergency call to urn:service:sos following procedures in [59].  The call should retain the Referred-By header.

4. PSAP reInvites the call to its bridge. 

5. PSAP requests its bridge to include the Referred-By URI in the conference by sending a REFER to the 3rd party, with a Replaces header referencing the original call
6. The 3rd party sends INVITE to the bridge to join the conference.

If a 3rd party origination request is received by a PSAP where the Referred-By is NOT an authorized entity, the PSAP may refuse to create a three party call, but accept the referred call as a two way 9‑1‑1 call between the PSAP and the original caller, or may choose to accept the call as a 3rd party origination.
Figure 4-12 illustrates the situation where the caller may not be able to re-originate an emergency call. Such a situation exists in telematics applications where the mobile set does not have public access. In Step A the caller originates an emergency call and the 3rd party call center and the mobile set may exchange information to include the location of the caller. In Step B, the 3rd party seizes its internal conference bridge and initiates signaling to the Emergency Services Network. It may internally use the ECRF capability being defined by i3 or some other means to determine the appropriate terminating Emergency Services Network. In the signaling, the call center passes the location of the Caller. In Step C the ESRP interrogates the RDF for routing instructions. The RDF interrogates the ECRF for the PSAP URI. The ECRF returns the URI to the RDF. The RDF interacts with a PRF to check for any PSAP-based routing resolution characteristics (e.g. should alternate routing be invoked) and returns routing information to the ESRP. In Step D, the ESRP signals the PSAP and the call set up messages are exchanged. In Step E the media sessions are completed among the Caller, the call center and PSAP A.
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Figure 4-12  3rd Party Call using 3rd Party’s Bridge

4.6 Congestion Control
To be provided in a latter revision
5 Service Creation

5.1 Defining a new service
A service is an abstract resource that represents a capability of performing tasks. To be used, a service must be realized by a concrete service instance (service provider, provider entity).

A service interface (operations and messages) is the abstract boundary that a service exposes of the underlying capability. These service interfaces are formally stated using the XML specification language WSDL, each establishing a service contract of sorts. It is the content of this contract that determines what is and is not abstracted.
Each service contract (WSDL) includes definitions for the following:

· The abstract interface which defines the messages and messages exchange patterns (operations) involved in interacting with the service

· One or more concrete interfaces each of which defines a binding of the abstract interface. Each binding specifies a specific protocol and data format that implements the abstract interface.

· One or more service end points (ports) each of which associates a concrete interface with a URI that a service requester can use to interact with a service instance.  

A service contract can be expressed as a single WSDL document or spread over a set of WSDL documents using the native “import” mechanism defined in WSDL (as illustrated by the following diagram). 
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Alternative combinations are also possible. For example if a service contract defines more that one service end point, all service end points could each be defined in a WSDL document that imports a common WSDL document containing the abstract and concrete specification definitions.

Aditionally, message type definitions can be local or external to the abstract interface WSDL document. In the latter case, a defining XML Schema document is referenced by specifying the appropriate URI in a WSDL types import clause.

5.2 Service Registration and Discovery
Service discovery relies on the concept of a generally accessible service registry that hosts the service definitions for all available services. Service discovery allows a potential service requester to determine if a given serve exists and if so gain access to the corresponding service contract information. Once a service requester has knowledge of a given service contract, it can interact with an instance of that service.

5.2.1 Service Registration

The process of adding a service definition to the service registry is called service registration and is usually performed by the service provider. Each registered service includes administrative (provider identity) as well as technical (service contract) information about the service.

An ESInet will define normative service interfaces which multiple service entities will need to support. Having service contracts spread over multiple WSDL documents, as decribed previously, can greatly simplify management of such normative services. ESInet Administration is assigned the responsibility of publishing the normative abstract and concrete interface specifications – somewhat like pre-loading the service registry. Subsequently, service providers need only publish information about their service end point(s), each of which references the appropriate already published interface specifications.

UDDI (version 2 or higher) is the preferred service registry platform. UDDI registry entries are registered through services provided by one or more UDDI Operator Nodes which make their services available through well-known DNS address(es), normally a SOAP URI. 

The OASIS - UDDI Spec TC manages and evolves UDDI Specifications [68], Best Practices [69] and Technical Notes [70].

5.2.2 Service Discovery

The service registry is in fact a database and as such, the process of finding a given service implies formulating a query with appropriate search criteria values using a standardized API. Once the service is found, one or more subsequent queries are used to retrieve service contract information.

UDDI queries can be issued at design/build time (through a web interface) or at run time (through an API), depending on the type of application being developed. The most common usage scenario for ESInet will be design/build time queries, especially for ESInet standard services. For such scenarios, once service contract information is available, a portType is chosen and, if necessary a particular binding, from which a stub or similar programming artifact is generated. In a run time scenario, service implementations of a given portType and, optionally, binding are searched for to obtain the service end-point URI.

5.3 Interacting with services
Interacting with a service instance implies that the service requester knows the service end point URI. As decribed earlier, a service may expose its service interface through different bindings. For each of these bindings, the service contract includes an end point definition which associates a URI to a binding i.e. to a specific protocol and data format. In such cases, a service requester must first decide which service end point it whishes to interact with.

Once an end point is determined, the service requester can interact with the service instance in accordance with the associated protocol and data format. Service interactions are limited to those message exchange patterns (MEPs) associated with the end point being used. 

In most cases, the protocol connections underlying the service interactions will exist only for the duration of a single service interaction.  

Service interactions can be asynchronous (notification, solicit-response MEPs) or synchronous (request-reply, one-way, fire-and-forget MEPs). Note that some concrete interfaces may not natively support certain MEPs due to limitations of the underlying protocol.

5.4 Service Termination 

As discussed in the presious section, binding protocol connections exist only for the duration of service interactions. Consequently, a service requester can only know if a service end point is still active through service interactions.

In ESInet, this may not be adequate for critical services as service requesters would like to become aware of service failure or termination independently of the service interactions they initiate i.e. as soon as the service becomes unavailable. 

Although this can be achieved in various ways, ESInet defines a best practice (i.e. a preferred approach) regarding service status awareness so that service requesters and providers deal with such cases in consistent fashion. 

The preferred approach builds on a notification MEP wherein a service requester receives asynchronous “service up” status notifications at regular intervals. Service requester behavior then interprets missing notifications as an indication of service failure. For this to work, a service requester needs to explicitly tell the service provider which consumer-side end point URI to use as the sink for the service status notifications. It does this through an appropriate provider-side interface; a form of subscription to the service status notification feature.

If only critical services are subject to this, then “service terminating” notifications do not make sense. Additionally, a service consumer does not need a way to cancel receiving service status notifications. However, ESInet can define a best practice based on the above for general service status notification that would include a cancelling mechanism.
6 Basic Services

6.1 Data associated with a call

Data associated with the call is provided in an xml data structure retrieved from a web service operated by the origin network, or a contractor.  The call includes a header with the URI of the web service provided by the carrier routing proxy.  The xml structure returned will be defined in future work.
6.2 Data associated with a location

Data associated with a location is provided in an xml data structure retrieved from a web service.  The ECRF has an “additionalData” service (urn:service:sos.additionalData) which returns the URI for the data associated with a location to authorized entities.  The xml data structure returned will be defined in future work.
6.3 Data associated with a caller

Data associated with a caller is provided in an xml data structure retrieved from a web service.  The call may include a header containing the URI for the data associated with the caller.  The web service may be operated by the carrier, or it may be operated by an independent service provider, who would offer a URI for the data associated with the caller to every carrier the caller uses.  The URI would be part of the HSS (or equivalent user profile).  The entity operating the domain MUST construct the URI so that privacy of the caller is maintained.  For example, the entity may provide each carrier, if the caller has more than one carrier, with a different URI, any of which would return the same data.  The caller-data URI MUST only be provided automatically on emergency calls.  The xml data structure will be defined in future work.
6.4 Data associated with a PSAP
To be provided
6.5 Intra Emergency Services IP Network Routing
Calls to other agencies within the Emergency Services IP network follow normal SIP (RFC3261) routing mechanisms.  Agencies on the ESInet MUST have a unique domain name and MUST maintain an SRV entry in the DNS for the SIP server in their domain.   Inter-agency calls with addresses of the form “user@domain” consult the SRV entry in the DNS to determine the entry proxy for the domain, which can be the terminal ESRP.  All inter-ESInet calls MUST use TLS.
As discussed in Section 4.1, PSAPs make use of the ECRF to determine appropriate responders for an emergency call based on the location of the caller.  Where the location provided with the call is not correct, but the call taker can determine the correct location, the ECRF can be queried by the PSAP using the corrected location to determine responders.

One of the core services provided on the ESInet is a directory of agencies connected to the network.  Every agency MUST maintain an entry in the directory.  The protocol for accessing the directory is LDAP (RFC2251).  LDAP implementation MUST use the LDAP TLS extension (RFC2830)
6.6 Logging
A core service provided on the ESInet is a logging service.  Any ESInet may have multiple instances of logging services, but if there are multiple instances, each instance MUST have connections to the core service.  Every “significant” event occurring on the ESInet MUST be logged on the service.  A PSAP MAY provide an instance of a logging service.  PSAPs may provide their own logging service and may have different interfaces used internally.  However, for multi-agency event reporting purposes, the PSAP MUST support the standard external logging interface for retrieval of logged events.
The WSDL of the logging service will be defined in future work.  The primary operation of the service, LogEvent logs an event according to the schema which will be defined in future work.  LogEvents include a timestamp, agency, agent (if appropriate), Call and Incident IDs (if appropriate) and an EventType.  Each EventType contains additional data specific to the EventType.  A free-form text string is also defined.  LogEvent function assigns a globally unique LogIdentifier to each LogEvent.
Media streams are recorded with the same log service; there are EventTypes for audio, video, text and other media.  Recorded media streams include integral time reference data within the stream.

Where multiple agencies are involved in a call or incident, they may log events in their own log service related to that call/incident.  Any agency who did not create the Call Identifier or Incident Identifier (as appropriate) who logs events in their logging server against the call/incident MUST log an “AdditionalAgency” event in the original agencies’ log.  This allows the original agency’s log service to be aware of any agencies that may have events relative to that call/incident.

For retrieval of logged events, core functions provided by the log service are:

· ListEventsByCallId – which returns a list of LogEvents that have a specified Call Identifier

· ListEventsByIncidentId – which returns a list of LogEvents that have a specified Incident Identifier

· ListCallsbyIncidentId – returns a list of Call Identifiers associated with a specific Incident Identifier

· List IncidentsByDateRange – returns a list of Incident Identifiers occurring with in a time/date range

· ListCallsByDateRange – returns a list of Call Identifiers occurring within a time/date range

· ListAgenciesByCallId – returns a list of agencies who recorded AdditionalAgency events about a call

· ListAgenciesByIncidentId – returns a list of agencies who recorded AdditionalAgency events about an Incident.
LogEvents are referenced by a URI, which would point back to the log server who maintains the log of that event.  Policy of the agency creating the LogEvents determines who can retrieve data about such events.
For LogEvents that are media streams, the log service provides a playback service.  The protocol for the playback service is RTSP (RFC2326).  The LogEvent for a media stream includes an RTSP URI for the playback.
Each PSAP or other agency who can create a Call Identifier or an Incident Identifier MUST provide a LogServiceIdentifier service (WSDL to be defined ) which implements the function “MyLogService”.  This function returns the identity of the logging service that serves that agency.  Given a Call Identifier or IncidentIdentifier, that would identify the agency that created the identifier, the MyLogtService service would identify the logging service from which LogEvents about that Call Identifier could be obtained.

7 Security

Every inter- and intra-Emergency Services IP Network communication SHOULD be protected by appropriate security measures.   Messages that directly relate to emergency services or databases MUST be protected.  TLS [RFC2246] SHOULD be used for all communications on the ESInet.  Where applications are certain that the entire path from sender to recipient is protected by equivalent security means (for example, by IPSEC tunnels between a client and a server) then TLS may not be needed.  However, because it is difficult to determine whether an entire path is protected, TLS SHOULD always be used.  Perimeter security (walled gardens) SHOULD NOT be used as security measures between entities on an ESInet.  Mechanisms employing segregation of traffic (MPLS tunnels or private IP address architectures for example) are NOT sufficient for protection and MUST NOT be relied upon for secure communications.

7.1 Authentication
7.1.1 Authentication methods

PSAPs SHOULD implement strong authentication for their agents, employing two or three factor (smartcards, passwords and/or biometrics).  Simple password authentication SHOULD NOT be relied upon for new services, but MAY be used with existing services.  Password based authentication mechanisms SHALL protect the password such that it is possible for the user to prove knowledge of the password without transmitting the password.  

7.1.2 SAML

Between agencies or between an agent/agency and a service, authentication in the Emergency Services Network SHOULD use SAML 2.0. PSAP identity SHOULD be federated to other services using SAML assertions.  To the extent possible, all services and facilities in the Emergency Services Network SHOULD provide “Single Sign On” using SAML.

7.1.3 Credentials

A Public Key Infrastructure (PKI) for agencies on an Emergency Services Network will provide a source of credentials for authentication.  X.509 Public Key Certificates MUST be used for verifying credentials.  PSAPs and service providers will be issued credentials from the PSAP Credentialing Agency (PCA).  The PSAP PKI will provide a public key certificate to each PSAP and to service providers providing services on one or more Emergency Services IP Networks.  The agency or service provider may then provide public key based credentials to each of its agents, signing the credential with its PCA issued credential.  The PCA shall seek cross certification with the Federal Bridge Certificate Authority.

7.1.4 Certificate Policies

PSAPs and service providers issued certificates by the PCA MUST create certificate policies and processes for maintaining credentials conformant with the PCA policy, the X.509 Certificate Policy for the E-Governance Certification Authorities, and any applicable state or local government certificate policies.  Such policies MUST be consistent with the Internet Engineering Task Force (IETF) Public Key Infrastructure X.509 (IETF PKIX) RFC 3647, Certificate Policy and Certification Practice Statement Framework. 

7.1.5 Certificate Revocation Lists

The PCA and PSAPs and other service providers who issue credentials to their agents using a certificate issued by the PCA MUST implement a Certificate Revocation List, and publish the CRL in accordance with its Certificate Policy via both HTTP and LDAP protocols. 

All certificates MUST be checked against the appropriate CRL before use.  

7.1.6 Athentication using TLS

When using TLS for Authentication, RSA-1024 MUST be used.  Normally, mutual authentication will be used, but for some low security mechanisms, server authentication only may be sufficient.

7.1.7 Authentication using Web Services

Service that are implemented as web services SHOULD use SAML 2.0 Token Profile with Web Security Services [WSS].  Web Services that create sessions with agents or agencies SHOULD use the SAML Single Logout Profile to terminate the session.

7.1.8 Authentication using SIP

For SIP calls between entities (inter- or intra ESInet), SIP Identity [draft-ietf-sip-identity-06] SHALL be used.  To facilitate use of SIP Identity, each ESInet SHALL provide at least one authentication service making use of the credentials assigned by the PCA.
7.2 Authorization
For operations provided by services on the Emergency Services IP network, The SAML 2.0 Profile of XACML 2.0 SHOULD be used to control access.  To facilitate use of XACML, each Emergency Services Network SHALL provide at least one Policy Stores conformant to XACML 2.0 using the LDAP profile for distribution of XACML policies.  Each service providing access control SHALL implement a Policy Enforcement Point, and SHOULD retrieve policy from the ESInet’s Policy Server.

XACML implementations SHOULD make use of the Core and hierarchical role based access control (RBAC) profile of XACML v2.0.  The following standard roles are defined for such use:

· Call Taker – an agent of a PSAP who answers emergency calls

· Call Taker Trainee – an agent of a PSAP who is learning to answer emergency calls

· Call Taker Supervisor – an agent of a PSAP who supervises Call Takers

· PSAP Manager – an agent of a PSAP who defines policy for a PSAP

· Database Administrator – an agent of a 9-1-1 Authority who maintains address databases on behalf of a set of PSAPs

· Database Administrator Supervisor – an agent of a 9-1-1 Authority who supervises Database Administrators

· 9-1-1 Authority Manager – an agent of a 9-1-1 Authority who defines policy for a PSAP.
7.3 Integrity Protection of messages
The standard method for integrity protection of messages in i3 is SHA-256 [FIPS-PUB-180-2].  There has been some concern raised whether SHA-1 is sufficiently robust against attack.   Existing systems employing SHA-1 need not be upgraded immediately.  MD-5 hashes are not sufficiently robust and MUST NOT be used.
7.4 Privacy
The standard method for privacy protection of messages in i3 is AES.  DES, RC-4 or other weaker algorithms MUST NOT be used.   Triple-DES SHOULD NOT be used, except for existing services that cannot use AES.


7.5 Non-Repudiation

Security-sensitive actions taken within the network MUST be associated with an agent or agency in a manner that provides non-repudiation by the responsible party.  Such actions must be historically traceable back to the responsible party in a manner that provides non-repudiation by the responsible party of the accuracy of the historical information.  The mechanism to accomplish such non-repudiation SHOULD be a digital signature using an XML-Signature [RFC3275] with credentials issued as per Section 7.1.3.  Signed objects MAY be archived in the log service.
8 Management

Since many services external to a PSAP have significant influence in how a PSAP does its job, providing effective management of such services in a consistant way is essential for PSAP management.  It is unrealistic for EVERY service to provide completely consistant management interfaces, but to the extent possible, new services MUST adhere to the following.
8.1 Provisioning
The i3 standard provisioning mechanism is SPML 2.0.  Each service provider on an Emergency Services IP network should supply an SPML Provider.  Each service would be at least one Target.  The PSAP is expected to provide a Requestor to provision Targets (services) it uses.  Most Providers are expected to use the XSD Profile.  To the extent possible, common schemas should be established for services with standardized interfaces.  Each service defined by NENA MUST include a SPML schema to be used for provisioning.  
8.2 Remote Telecommunicator management
For Future Study
8.3 Routing management
The route database for i3 is the LoST mapping database.  The standard mechanism to modify the contents of the route database will be a web service whose WSDL will be defined in future work.  The interface will allow a 9-1-1 authority to search, get, insert, delete and modify its records in the database.

It is RECOMMENDED that the LoST mapping service NOT attempt to provide complex routing mechanisms; rather it should only provide a primary and one or more alternate URIs for a given service for a given requestor.

Requestor’s should be grouped into classes:

· User/Carrier queries: These queries normally return, or result in routing to an ESRP for all services

· ESRP-<Level>: These queries return URIs of a <Level-1> ESRP for all services.  The lowest level would be the entry proxy of a primary PSAP.

· PSAP: These queries return URIs of responders for the requested service.

The 9-1-1 authority SHOULD be able to modify routes for all such classes.

The primary form of input data is a map, although optional tabular civic data can be used prior to accurate maps being available.  Civic locations are provided as points or polygons (parcels) or both.  Agency service boundaries are provided as sets of polygons.  ESRP boundaries are also provided as sets of polygons.

The resulting URI for a request SHOULD be capable of resolving in a more complex way; for example, modifying the end PSAP may depend on time of day (shift), current congestion conditions, etc.  This would be accomplished within a PRF.  This is resolution of a URI obtained from the LoST mapping server.  

8.4 Alarms
SNMP is the standard mechanism in i3 for reporting alarm conditions from network equipment across the Emergency Services IP network.  SNMPv3 (RFC3410-RFC3418) MUST be used and the USM security module MUST be deployed.  Identity for SNMP requests SHOULD be federated with the Identity mechanism referred to in Section 7.1
The Alarm Web Service (which will be defined in future work) is the standard mechanism for reporting alarms in web services on the ESInet.
8.5 Reports

8.5.1 Logging

To be provided
8.5.2 Quality Metrics

To be provided
8.5.2.1 VoIP quality metrics

All User Agents deployed within the Emergency Services IP network MUST support RTCP (RFC3550) as well as RTCP Extended Reports (RFC3611).  User Agents SHOULD log RTCP reports for calls, and PSAP systems SHOULD have collection and reporting mechanisms for these statistics.  

Future versions of this specification will establish specific acceptable metrics for packet loss, burst duration, jitter and observed quality for all media streams on an ESInet.
9 Profiles and the minimal profile definition
To be provided in a subsequent release
10 Transition
This topic is being worked in another NENA work group and will be addressed in a subsequent release or a separate document
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Appendix A – Guidelines for Design of Emergency Services Networks
To be provided in a subsequent release
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� This document refers to a number of IETF documents that are not final (“Internet Drafts”).  References are given to the latest version at the time the document was released, but more current versions may be available, and hyperlinks to outdated versions may not work.


� Identification of the specific system(s) that would serve as the “location database/server” is beyond the scope of this document. Network providers should weigh the use of existing database systems, such as existing ALIs and MPCs, vs. the development of new database systems optimized for this function, taking into consideration factors such as cost, availability and ability to meet business needs.


� The lowest level ESRP is the incoming proxy at a PSAP.  This is termed the “terminal” ESRP.


� In most cases bridging is initiated as part of a transfer operation from one PSAP to another.
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